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1 Introduction

The spectacular physical properties often observed in materials containing transition-metal and
rare-earth elements challenge our comprehension of solid-state physics. Their properties in-
clude superconductivity, unusually large magneto-resistance, metal-insulator transitions, heavy-
fermion behavior, multi-ferroicity, and phenomena involving topologically protected states. We
would like to understand how the electrons in these materials interact with each other so that
they generate those unusual quantum phenomena. From a theoretical point of view it is clear
that the equations we have to solve are so complicated that we will not be able to obtain exact
solutions. In addition, to make things worse but also more fascinating, tiny changes in tem-
perature, pressure, or the material’s composition may cause large changes of their properties.
Hence, it appears that there are many solutions available that are very close in energy.
With exact solutions out of reach, the objective is then to find smart approximations by which
we can capture the essential physics to describe the correlated motion of the electrons in such
materials. Experiments are necessary to determine which aspects of the electronic and lattice
degrees of freedom are the important ones. Although conceptually clean and beautiful, theo-
retical simplifications in terms of, for instance, a Heisenberg model or a single band Hubbard
model turn out to be inadequate. It now becomes more and more clear that the interplay between
the relevant charge, orbital, and spin degrees of freedom of the transition metal and rare earth
ions involved determines the intricate balance between band formation and electron correlation
effects. This is shown very vividly, for example, for the metal-insulator-transitions taking place
in V2O3, Ca2−xSrxRuO4, VO2, and Ti2O3 [1–8]. It may very well be that we need to develop
and use different approximations for different materials or properties.
While a variety of experimental techniques are available to determine the relevant spin and
charge quantum numbers, the detection of the active orbital wave functions remains a rather
delicate endeavor. The standard experimental technique for 4f systems is inelastic neutron
scattering [9–13], but the analysis of magnetic intensities is often hampered by broadened lines,
phonons in the same energy window as the magnetic excitations, or strong absorption of one
of the sample’s constituents (e.g. Rh, In, B, or Sm). For transition metal ions, the energy scale
of the local excitations is usually much too large for neutrons. Another experimental method
is x-ray absorption spectroscopy on single crystals, where the polarization dependence of the
dipole-allowed core-level excitations, e.g., 2p→3d or 3d→4f transitions, encodes the desired
information concerning the orbital wave function [1, 2, 6, 8, 14–18].
However, this method which is based on dipolar electronic transitions has the limitation that
symmetries with higher than twofold rotational symmetry cannot be detected (unless it is ac-
companied by a sufficiently large energy difference), e.g., for cubic systems.
We will present here the opportunities provided by a new x-ray technique, namely core-level
non-resonant inelastic x-ray scattering (NIXS). This photon-in photon-out technique with hard
x-rays has become feasible thanks to the high brilliance of modern synchrotrons and advanced
instrumentation. The available large momentum transfers allow studying excitations that are
dipole forbidden. These so-called beyond dipole or multipolar excitations contain extra infor-
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mation, thus enabling us to obtain very detailed insight into the ground-state symmetry of the
ion of interest. The interpretation of the spectra is straightforward and quantitative, facilitated
also by the fact that the multipolar excitations are more excitonic than the dipole ones. Exper-
imentally, NIXS comes also with the advantage that it is a bulk sensitive technique thanks to
the large penetration depth of the hard x-rays used, meaning that there is no need to use ultra-
high vacuum or special surface preparation procedures as commonly employed in more surface
sensitive probes like soft-x-ray absorption or photoelectron spectroscopies. With the hard x-ray
beams typically having a spot size of 50 µm or smaller, NIXS allows also the measurement
of much smaller samples than typically required for neutron experiments. In addition, NIXS
is suitable for high pressure experiments, pressure being an important tuning parameter when
studying phase diagrams.
We will discuss our case for the example of SmB6, a material currently under intense inves-
tigation because of the expectation that it may be the first strongly correlated system that has
non-trivial topological properties. The manuscript is organized as follows: We first describe
the basic principles of the spectroscopic method NIXS. We then apply the method to CeB6,
which is a well studied material having the same crystal structure as SmB6. Our objective here
is to demonstrate that NIXS is indeed able to determine unambiguously and correctly the local
ground state wave function in a cubic system. Finally, we present the NIXS results on SmB6,
which carries also the complication of having an intermediate valence state. We will show the
consequences of our findings, not only for the experimental search for the properties of the
topological surface states but, above all, for the theoretical modeling of this complex strongly
correlated system.

2 Non-resonant inelastic scattering (NIXS)

The theoretical description of inelastic x-ray scattering can be found in a number of publica-
tions, see e.g. [19–27]. The double differential cross-section is the product of the Thomson
photon cross section

(
dσ
dΩ

)
Tho and the dynamical structure factor S(~q, ω)

d2σ

dΩdω
=

(
dσ

dΩ

)
Tho
S(~q, ω) . (1)

The dynamical structure factor is a function of the scattering vector ~q = ~ki − ~kf and the energy
loss ω = ωi − ωf

S(~q, ω) =
∑
f

∣∣〈f |ei~q·~r|i〉∣∣2 δ(~ωi − ~ωf − ~ω). (2)

Here i and f are the initial and final states. The transition operator ei~q·~r can be expanded in
semi-normalized (Racah’s normalization) spherical harmonics C q̂∗

km and C r̂
km. This results in a

sum over spherical Bessel functions jk(~q · ~r) and the wave functions can be factorized into a
radial and angular part so that S(~q, ω) can be written as

S(~q, ω)=
∑
f

∣∣∣∣∣
∞∑
k

ik(2k + 1)〈Rf |jk(~q · ~r)|Ri〉
k∑

m=−k

〈
φf |C q̂∗

kmC
r̂
km|φi

〉∣∣∣∣∣
2

×δ(~ωi−~ωf−~ω). (3)
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Fig. 1: Left: kth order term of the radial part of S(~q, ω) for a Ce 4f 1 ion as a function of
momentum transfer. Right: kth order contribution of the angular part of the scattering function
expressed in terms of S(ω) versus energy transfer for 〈Rf |jk(~q · ~r)|Ri〉 = 1, see Eq. (3).

Let us consider the 4d→ 4f (N4,5) core-level transitions for rare-earth ions. Due to the triangle
condition and parity selection rules, only terms with k=1(dipole), 3(octupole), and 5(triakon-
tadipole) contribute. The radial part 〈Rf |jk(~q · ~r)|Ri〉 of the wave functions have been calcu-
lated for a Ce 4f 1 ion within the Hartree-Fock approximation using Cowan’s code [28] and the
kth contributions are shown as function of momentum transfer |q| in the left panel of Fig. 1.
For moderate magnitudes of |~q | the radial part is dominated by dipole scattering, but already at
5 Å−1 octopole scattering is non-negligible, and at even higher momentum transfers the scat-
tering is dominated by the higher multipoles. This behavior is commonly called q-dependent
multipole selection rules. The right panel of Fig. 1 shows the kth order of the angular part as
function of energy loss. Higher multipoles have different selection rules so that extra intensity
at different energy losses becomes visible in the angular part, when at large |~q | octupole and
triakontadipole transitions take place.
Having described the |~q | dependence of the NIXS intensities, we now focus on the vector q̂
dependence which is at the heart of our study. We first of all show the sensitivity of NIXS at the
N4,5 edge to anisotropies in the wave function in general, by comparing simulated spectra for
different directions of q̂. These anisotropies arise, for example, when the initial and final states
in Eq. (3) are eigenstates of a Hamiltonian that contains in addition to the atomic Coulomb and
spin-orbit interactions also crystal-field terms.
We note that the interference terms which vanish if the angular intensity is integrated over all
directions q̂ [25, 26] are included in our calculations. Figure 2 shows the simulation of S(~q, ω)
for large momentum transfers for the three pure Jz states of a J = 5/2 ion like Ce3+ with one
f electron (f 1 configuration). Some realistic broadening due to life time and instrumental res-
olution has been considered (see below). Here [001] is the quantization axis. The pure states
have rotational symmetry perpendicular to the quantization axis so that we compare so-called
in-plane scattering (q̂‖[100]) with scattering out-of-plane, i.e., for q̂‖[001] and some direction
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Fig. 2: Simulations for a Ce 4f 1 ion: Comparison of the in-plane and out-of-plane scattering
function S(~q, ω) of pure Jz states, in-plane q̂‖[100] (blue), out-of-plane q̂‖[001] (red), and in
between q̂‖[101] (orange). The calculations are for |~q | =9.3 Å−1 and are convoluted with a
Lorentzian with FWHM=0.3 eV and a Gaussian with FWHM=1.32 eV. Adapted from Ref. [27]

in between (q̂‖[111]). There is a clear directional dependence, so that the different Jz states are
distinguishable. This is at first sight similar or analogous to the in-plane/out-of-plane polariza-
tion dependence in soft x-ray absorption at the cerium M4,5 edge (3d→ 4f ) [18, 29]. However,
on a closer look one can observe that the spectrum for (q̂‖[111]) can not be expressed as a linear
combination of the q̂‖[100] and q̂‖[001] spectra. This shows that the directional dependence in
NIXS contains more information than the polarization dependence in XAS.
A nice demonstration that NIXS provides more information than XAS is given by the study by
Willers et al. [27]. Let us consider a Ce 4f 1 ion in a tetragonal crystal field. The sixfold degener-
ate Hund’s rule ground state of Ce3+(J = 5/2) is split into three Kramer’s doublets and the eigen-
functions can be represented in the basis of |Jz〉 when the fourfold symmetric tetragonal [001]
axis is chosen as quantization axis. There are two Γ7 doublets Γ 1

7 = α|±5/2〉+
√
1− α2|∓3/2〉

and Γ 2
7 =
√
1− α2| ± 5/2〉 − α| ∓ 3/2〉, and one Γ6 which is a pure | ± 1/2〉 doublet. The Γ6

as a pure | ± 1/2〉 has full rotational symmetry around [001] but the mixed Γ7 states do not.
Both Γ7 states have a fourfold symmetry around [001] and for a given spatial distribution of the
two Γ7 states there are two solutions which differ in their orientations within the (001) plane
by 45◦. Which orientation applies to the ground state depends on the sign of α. For α > 0

the wings of a Γ7 ground state point along [100] and for α < 0 along [110]. The situation for
α = −0.68 < 0 is depicted in Fig. 3, together with the corresponding NIXS spectra calculated
for q̂‖[100] and q̂‖[110]. It clearly shows that the two spectra are distinguishable and a NIXS
experiment (see Ref. [27]) has proven the feasibility. In XAS the situation is very different.
The signal in XAS is purely dipole and can therefore not give any insight into the orientation
of these fourfold rotational invariant orbitals; the spectra look identical for any polarization
perpendicular to the c-axis.
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Fig. 3: Simulation (top): The scattering function S(~q, ω) for two in-plane directions q̂‖[100]
(blue) and q̂‖[110] (green) assuming a Γ 1

7 = α| ± 5/2〉 +
√
1− α2| ∓ 3/2〉 ground state for a

Ce 4f 1 ion in a tetragonal crystal field with α < 0. The calculations are convoluted with a
Lorentzian with FWHM=0.3 eV and a Gaussian with FWHM=0.7 eV.

We note that for a 45◦ rotation around the c-axis [001], i.e., for a positive value of α, the NIXS
spectra are inverted. We found that these in-plane NIXS spectra are fairly insensitive to the
precise value of α as long as α is neither zero nor one. In the latter case the orbital would have
full rotational symmetry around [001] and consequently S(~q, ω) would look the same for both
in-plane directions.
To conclude this section, NIXS is a spectroscopic method that can determine the active local
orbital wave function with great detail due to the fact that higher than dipole transitions are
utilized if the measurement is carried out with high momentum transfers.

3 The local ground state wavefunction of CeB6

The material class of rare earth hexaborides has attracted considerable attention over the years.
It comprises of a variety of different fascinating ground states (see Ref. [30] and references
therein) which include exotic magnetically ordered phases, heavy fermion behavior, as well
as Kondo insulating ground states. CeB6 is an important member of this material class and
has been intensively studied for its rich magnetic phase diagram [31]. It crystallizes in the
cubic CsCl structure. Fig. 4 displays how the crystal-electric field splits the sixfold degenerate
j = 5/2 multiplet state of the Ce 4f 1 into a Γ8 quartet and Γ7 doublet.
Upon cooling CeB6 enters a hidden-order phase at 3.2 K followed by an antiferromagnetic
phase below 2.4 K. The application of an external field induces a dipole component with the
wave vector of the quadrupolar ordering [33]. Theory suggests that the multipolar moments
of the localized 4f electrons interact with each other via the itinerant 5d conduction electrons,
breaking up the fourfold ground-state degeneracy of the Ce 4f wave function in the cubic crys-
tal field stabilizing an antiferro-quadrupolar (AFQ) order [34, 35], a conjecture that by now
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Fig. 4: Electron density plots for an f -electron in Ce3+, left for tetragonal and right for cubic
point symmetry. For tetragonal symmetry the crystal-field states expressed in Jz representation
are Γ6 = | ± 1/2〉, Γ 1

7 =α| ± 5/2〉 −
√
1− α2| ∓ 3/2〉 and Γ 2

7 =
√
1− α2| ± 5/2〉+α| ∓ 3/2〉

with α2≤ 1; for cubic symmetry α =
√

1/6 so that Γ 1
7 =
√
1/6| ± 5/2〉 −

√
5/6| ∓ 3/2〉 and

Γ8 = (| ± 1/2〉;
√
5/6| ± 5/2〉+

√
1/6| ∓ 3/2〉). Figure adapted from Ref. [32]

has received credibility from studies using resonant x-ray diffraction [36, 37], inelastic neutron
scattering [38–40], and electron spectroscopy [41, 42].
The quartet ground state had been originally deduced from an unusual low temperature shift of
the crystal-field excitation at 46 meV in Raman and inelastic neutron scattering data [43, 44].
The energy shift was interpreted as a splitting of the quartet ground state in the low tempera-
ture phase in accordance with electron paramagnetic resonance (EPR) measurements [45]. A
quartet ground state is also consistent with findings of the magnetic anisotropy [46], magnetic
neutron form factor measurements [47], as well as x-ray diffraction (XRD) measurements of
the electron density distribution at low temperatures and 300 K [48] with the claim that a level
inversion may occur at higher temperatures [49].
Our objective now is to apply NIXS on this cubic system in the paramagnetic phase using the
CeN4,5 (4d → 4f ) excitation and to verify that the local ground state wave function is indeed
the quartet Γ8.
The NIXS measurements were performed at the beamline P01 of PETRA-III. The incident
energy was selected with a Si(311) double monochromator. The P01 NIXS end-station has a
vertical geometry with twelve Si(660) 1 m radius spherically bent crystal analyzers that are ar-
ranged in 3×4 array (see Fig. 5). The fixed final energy was 9690 eV. The analyzers were posi-
tioned at scattering angles of 2 θ≈ 150◦, 155◦, and 160◦ which corresponds at elastic scattering
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Fig. 5: Scattering geometry of the NIXS experiment for a typical N4,5 edge scan with q̂ ‖ [100].
Figure adapted from Ref. [32].

to an averaged momentum transfer of |~q |= (9.6± 0.1) Å−1. The scattered beam was detected
by a position sensitive detector. The instrumental energy resolution was ≈ 0.7 eV. A sketch of
the scattering geometry, showing the incoming and outgoing photons as well as the transferred
momentum |~q |, is given in Fig. 5 for a scan with q̂ ‖ [100] in specular geometry. In order to
realize another crystallographic direction, e.g., q̂ ‖ [110], the sample can be turned with respect
to the scattering triangle, or a different sample with another polished surface may be mounted
in specular geometry.
Figure 6 shows the NIXS spectrum across the CeN4,5 (4d → 4f ), N2,3 (4p → 4f ), and
N1 (4s → 4f ) edges. The clear presence of the N2,3 and N1 edges demonstrates unambigu-
ously that higher than dipole transition operators are active here. The accompanying Compton
contribution has its maximum at about 350 eV energy transfer. It is important to note that
the Ce white lines are clearly discerned from the Compton scattering, and that especially the
CeN4,5 white lines stand out with an excellent signal to background ratio, i.e., N4,5 NIXS is an
extremely powerful spectroscopic method.
The bottom set of curves in the top panel of Fig. 7 shows the CeN4,5 NIXS spectra of CeB6

(dots) taken at 17 K, for the three momentum directions q̂ ‖ [100] (black dots), ‖ [110] (green
dots), and ‖ [111] (red dots). The temperature of 17 K is low enough to assure that only the local
ground state is populated since the excited crystal-field state is at 46 meV [43, 44]. A constant
background has been subtracted to account for the (weak) Compton signal (about 12% of the
signal peak) (see Fig. 6).
There is a clear directional dependence that shows up strongest in the energy interval of 103
to 106 eV. Especially the q̂ ‖ [100] direction differs from the q̂ ‖ [110] and [111]. We can
obtain a more detailed view of the directional dependence by constructing the difference spectra
Iq̂ ‖ [100]−Iq̂ ‖ [110] that is displayed as dichroism in the bottom panel of Fig. 7 (black dots).
The CeN4,5 NIXS data are simulated by calculating the 4d104f 1→ 4d94f 2 transition using the
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Fig. 6: Experimental NIXS spectra of CeB6: a wide scan covering the Ce O5, N4,5, N2,3, and
N1 edges, the B K edge as well as the Compton signal. The direction of momentum transfer is
q̂ ‖ [100]. Figure adapted from Ref. [32].

full multiplet code Quanty [50] which includes Coulomb as well as spin-orbit interactions. A
Gaussian and a Lorentzian broadening of FWHM = 0.7 eV and 0.4 eV, respectively, are used to
account for the instrumental resolution and life time effects. The atomic Hartree-Fock values
were adjusted via the peak positions, resulting in reductions of 30 % and 22 % for the 4f -4f and
4d-4f Coulomb interactions, respectively. The reduction accounts for configuration-interaction
effects not included in the Hartree-Fock scheme [16]. A momentum transfer of |~q |= 9.2 Å−1

has been used for the simulations (and not the experimental value of 9.6± 0.1) Å−1) so that the
experimental peak ratio of the two main features around 108 and 110 eV is reproduced best.
This fine tuning optimizes the multipole contributions to the scattering functions to mimic a
minor adjustment of the calculated radial wave functions of the Ce3+ atomic wave function
(see e.g. Ref. [27]).

We now compare the measured spectra and the dichroism therein with the simulations for the
two possible scenarios, namely one with the Γ7 doublet as ground state and the other with
the Γ8 quartet. The results are plotted in Fig. 7 (a). The Γ8 quartet scenario reproduces in
great detail the experimental spectra for all three q̂ directions. In contrast, the simulation based
on the Γ7 doublet exhibits large discrepancies with respect to the experiment: the intensities
of several features in the spectra are not correct. To make the difference between the two
scenarios even more contrasting, we compare the experimental and calculated dichroic spectra,
i.e. Iq̂ ‖ [100]−Iq̂ ‖ [110], as displayed in bottom panel (b). There is an excellent match for the Γ8

quartet ground state scenario but a large mismatch for the Γ7 doublet. From these comparisons
we can unambiguously conclude that the Γ8 quartet forms the ground state in CeB6.
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Fig. 7: Top panel (a): calculated and experimental NIXS spectra of the Ce N4,5-edge of CeB6

for the three transferred momentum directions q̂ ‖ [100], [110], and [111]. Bottom panel: dif-
ference spectra I(q̂ ‖ [100])−I(q̂ ‖ [110]) (black dots) (b) at low T and (c) at room temperature
and respective simulations (see text). Figure adapted from Ref. [32].

We have also taken spectra at T = 295 K. The spectra look very similar to the low temperature
data but the dichroism is reduced by about 20%, see bottom panel (c) of Fig. 7. This reduction
in the dichroism is fully consistent with a partial population of the excited Γ7 state at 46 meV.
A simulation in which the Boltzmann weighted contributions of the Γ8 and Γ7 states are taken
into account is represented by the magenta line in panel (c) of Fig. 7. The excellent agreement
provides yet another evidence for the thorough understanding we have obtained using NIXS on
the Ce 4f symmetry and crystal-electric field effects in CeB6.
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4 The local ground state wavefunction of intermediate valent
SmB6

Having established that core-level NIXS is a powerful and reliable spectroscopic method to
determine the local ground state wavefunction for CeB6, we are now ready to tackle the puz-
zle of SmB6. The intermediate valent and Kondo insulator SmB6 [51–55] has attracted con-
siderable attention recently due to the prediction that this system should be a topological in-
sulator [56–61]. If true, SmB6 would be the material to qualify as the first strongly corre-
lated topological insulator. Indeed, the robust metallicity which is attributed to a topologi-
cally protected surface state could be a promising explanation for the long-standing mysterious
low-temperature residual conductivity of SmB6 [53, 54, 62]. Many experimental techniques
like angle-resolved photoelectron spectroscopy (ARPES) [63–71], scanning tunneling spec-
troscopy [72–76], resistivity and surface conductance measurements [77–84] have been applied
to unveil its topological properties. A review is given by Ref. [85, 86].
In SmB6, the strong hybridization of the low lying 4f states with conduction band d states gives
rise to a hybridization gap of the order of 20 meV [63–68] and also leads to a partial occupation
of the 4f shell or a mixture of the Sm f 6 (2+) and f 5 (3+) configurations. For the valence at low
temperatures, values of around 2.6 have been determined experimentally [87–93]. Hence the
local electronic structure is described by the Hund’s rule ground states of the Sm f 6 (2+) and
f 5 (3+) configurations with total orbital momenta of J = 0 and 5/2, respectively. The J = 5/2

multiplet is further split into a Γ7 doublet and a Γ8 quartet due to the cubic crystal-electric
field (CEF). Fig. 8 shows the ground- and first excited state of the two Sm configurations plus
their electron charge density distributions. The charge densities of the J = 0 and 1 states are
spherical since neither the J = 0 or 1 are split in a cubic potential [95]. This is contrasted by the
charge densities of the CEF-split J = 5/2 multiplet (and J = 7/2, not shown) that are anisotropic.
The CEF scheme of SmB6 is however, not established. The classical tool, inelastic neutron scat-
tering, has not been able to identify the CEF states, possibly due to the superposition of both
Sm f 5 and f 6 configurations in this mixed valent compound and the strong neutron absorption
despite double isotope samples [10,11,96]. A sharp excitation at 14 meV close to the hybridiza-
tion gap was reported. It was assigned to a spin exciton and not to a CEF excitation since its
intensity does not follow the 4f magnetic form factor. Further magnetic intensities at about
35 meV, 115 meV, and 85 meV have been assigned to the inter-multiplet transitions of the Sm2+

configuration and of the CEF split Sm3+ configuration (see Fig. 8), and to some magnetoelastic
coupling, respectively. In-gap transitions at about 15 meV in Raman spectra could be inter-
preted as CEF excitations but Raman does not yield the information about which state forms
the ground state [97, 98]. A semi-empirical extrapolation method can predict CEF parameters
across the rare earth series for highly diluted systems [99]. Applying such an extrapolation to
the measured CEF schemes of REB6 with RE = Ce, Pr, and Nd [43,100] yields for SmB6 a CEF
splitting of the order of 15 meV with the Γ8 quartet as the ground state. However, the Kondo
insulator SmB6 is not a highly diluted system and it is definitely not an ionic system but highly
intermediate valent instead, questioning the validity of such an extrapolation.
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Fig. 8: Sm2+ and Sm3+ total energy level diagram. The Sm2+ configuration is split into a J=0
and J=1, and the Sm3+ into a J=5/2 and J=7/2 multiplet. The label n indicates the degen-
eracy. The Sm3+ multiplets are further split (Γi) by the cubic crystal-electric field. The insets
show the corresponding charge densities for six and five electrons and their 2D projections,
respectively. Figure adapted from Ref. [94].

We have carried out N4,5 NIXS experiments on SmB6 and also on Sm2O3, and Eu2O3 which we
used as 4f 5 and 4f 6 reference systems, respectively. Fig. 9 shows the spectra: SmB6 (blue dots),
Sm2O3 (purple dots) and Eu2O3 (dark yellow dots) after subtraction of a linear background and
scaling to the Compton background. We have artificially shifted the Eu2O3 spectrum by 6.8 eV
to lower energies in order to account for the higher atomic number. We also have multiplied the
Sm2O3 spectrum by a factor 0.6 and the Eu2O3 one by 0.4. We have done this in order to inves-
tigate whether the SmB6 spectrum can be interpreted using those of Sm2O3 and Eu2O3. We thus
compare the weighted sum of Sm2O3 and Eu2O2 (see dark cyan line) with the SmB6 spectrum,
and we can observe that the weighted sum spectrum provides a satisfactory reproduction. This
means that our NIXS data indicates that the Sm valence is about 2.6, in good agreement with
other studies using a variety of different experimental methods [87–93].

Fig. 9 (b) shows the N4,5 full multiplet simulation for the Sm3+ (purple line) and Sm2+ (dark
yellow line). The weighted sum (60% and 40%) of the simulated curves (dark cyan) describes
the SmB6 spectrum very well in the energy region between 120 and 135 eV. This is the region
where the high multipole scattering dominates. In the region above ≈ 135 eV, where the spec-
trum is given mostly by the dipole transitions the simulation produces spectral features that are
too sharp with respect to the experiment because the interference with the continuum states is
not included in the calculations. The high multipole excitations are more realistically repro-
duced since they are lower in energy and therefore further away from the continuum states and
consequently more excitonic [101].
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Fig. 9: (a) Experimental SmB6 data for q̂‖[100] (blue dots) together with the weighted sum
(dark cyan line) of the experimental Sm2O3 (f 5) (purple dots) and energy-shifted experimental
Eu2O3 (f 6) (dark yellow dots). (b) Full multiplet simulation of Sm3+ (purple line) and Sm2+

spectra (dark yellow line) and their weighted sum (dark cyan). Figure adapted from Ref. [94].

Figure 10 shows the directional dependence of the Sm N4,5 of SmB6. Although the effect is
small, there are clear differences between the spectra in the energy regions marked with red
arrows. At about 126 eV energy transfer the scattering of the q̂‖[110] (light green dots) and
q̂‖[111] (dark green dots) directions are both stronger than for the q̂‖[100] (blue dots), and at
about 140 eV it is opposite. To show these directional differences in a more transparent manner,
we also present in Fig. 10 the difference spectrum between the q̂‖[100] and q̂‖[111] (black
dots): this so-called dichroic spectrum has unambiguously a negative peak at 126 eV whereas
it displays positive intensity in a broader region around 140 eV.
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Fig. 10: SmB6 NIXS data at 16 K for q̂‖[100] (blue dots), q̂‖[110] (dark green dots), and
q̂‖[111] (light green dots). The difference spectrum between the q̂‖[100] and q̂‖[111] directions
is also displayed (black dots). Figure adapted from Ref. [94].

To interpret the observed directional dependence, it is important to know how each CEF state or
multiplet component contributes to the dichroic signal. Therefore, S(~q, ω) has been calculated
taking into account a cubic CEF for the Sm3+ f 5 ground state multiplet with J = 5/2 assum-
ing a Γ8 quartet or a Γ7 doublet ground state, and for the Sm2+ f 6 multiplets with J = 0 or
J = 1 (see Fig. 8). The calculations were performed for the two directions q̂‖[100] and q̂‖[111]
and in Fig. 11 (a) the resulting dichroic signals are plotted. Here only the multipole scattering
contributes to the dichroism, the dipole does not because the Sm site symmetry is cubic.

The first important finding is that the Sm2+ configuration does not show any dichroism at all
(see dark red and green lines at zero dichroism) as we would expect for states with spherical
charge densities, see Fig. 8. Hence, the observed directional dependence of the signal is solely
due to the initial state of the Sm3+ Hund’s rule ground state. The second important finding is
that the Γ8 and Γ7 CEF states exhibit different and opposite dichroism (see orange and light blue
lines), consistent with their opposite anisotropy in the charge densities, see Fig. 8. The opposite
dichroism at 125 and 140 eV reduces the experimental challenge to a simple yes/no experiment
and makes the determination of the CEF ground state of Sm3+ in SmB6 straightforward.

Figure 11 (b) shows the experimental dichroic spectrum (black dots) together with the calculated
ones. The two possible CEF states of the J = 5/2 configuration have now been scaled down
to 60% to quantitatively account for the Sm3+ component in intermediate valent SmB6. We
can clearly observe that in the regions of pronounced dichroism (see red arrows) the sign of
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Fig. 11: (a) simulation of the q̂‖[100] vs. q̂‖[111] dichroic spectrum for the J=0 (brown) and
J=1 (green) multiplet states of the Sm2+ configuration as well as for the Γ8 quartet (orange)
and Γ7 doublet (light blue) of the J=5/2 Sm3+ configuration; (b) experimental dichroic spec-
trum (black dots) and simulated dichroic spectra for the Γ8 quartet (orange) and Γ7 doublet
(light blue) scaled with the factor of 0.6 to account for the Sm3+ component of the ground
state; dashed lines with energy independent broadening, solid lines with extra broadening in
the dipole region (see text). Figure adapted from Ref. [94].

the experimental dichroic signal is correctly explained by the Γ8 quartet (orange line) but not
at all by the Γ7 doublet state (light blue line). In addition, the Γ8 reproduces the experimental
dichroism quantitatively in the high multipole region (see red arrow 1). The dichroism also
fits quantitatively in the dipole region (see red arrow 2) when an extra broadening is applied
(FWHM ≥ 4 eV beyond ≈135 eV energy transfer) to mimic the interference with continuum
states. Note that sum rules still apply, i.e., the interference with the continuum states does not
change the polarization, it only affects the broadening. The dashed lines correspond to the
dipole calculation without the extra broadening. These results unambiguously establish that the
CEF ground state of the Sm f 5 component in SmB6 is the Γ8 quartet.
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5 Discussion and concluding remarks

The finding that the Γ8 quartet forms the ground state of the Sm f 5 component in SmB6 has
several consequences:
First of all, the theoretical predictions for the spin texture of the sought-after topological surface
states depend very much whether the ground state of the f 5 J = 5/2 configuration is the Γ8

quartet or the Γ7 doublet CEF state [102–104]. In fact, the winding of the spin textures is
opposite for the two scenarios. Our finding of the Γ8 quartet supports very much the results of
spin resolved APRES [69]. Xu et al. find spin polarized surface states, fulfilling time reversal as
well as crystal symmetry, that have spins locked to the crystal momenta k such that at opposite
momenta the surface states have opposite spins. The anticlockwise spin texture is in agreement
with spin expectation values calculated by Baruselli and Vojta for a Γ8 ground state [102,104].
Second, details of the character of the Sm 4f bands matter for the formation of the hybridization
gap [56–61]. Using ab-initio band structure calculations [105, 106, 59, 107] as a starting point,
the intermediate valence of the Sm is associated with the fact that the Sm 4f5/2 bands are fully
below the Fermi level for all k-points of the Brillouin zone except in the vicinity of theX-point.
There the strongly dispersing Sm 5d band is positioned below the Fermi level; otherwise, i.e.,
at other k points, the Sm 5d is unoccupied. The symmetry of the Sm 5d band that is below the
Fermi level at the X-point carries the label X+

7 . The Sm 4f5/2 states splits into three bands at
the X-point, and have the symmetry labels X−7 , X−7 , and X−6 . One of the X−7 bands is made of
the local Γ7 wave function, while the other X−7 band and the X−6 band originate from the local
Γ8 wave function. See for example Kang et al. [107].
In order to have an insulating state, the highest and thus unoccupied 4f5/2 band must be aX−7 as
to ensure a non-crossing situation between the X−7 band of the 4f5/2 and the X+

7 band of the 5d
in the region around the X-point due to hybridization. If the highest and unoccupied 4f5/2 band
were a X−6 , then there were no hybridization with the X+

7 band of the 5d in the region around
the X-point, with the result that the two bands cross and no gap is opened. This means that a
local Γ7 ground state would guarantee the formation of a gap, while a Γ8 may or may not open
a gap. Further material specific details then determine whether the highest band is X−7 or X−6 .
So our finding of the Γ8 as the local ground state wave function does not explain why SmB6 is
insulating. Reversely, knowing that SmB6 is an insulator, our results then fix the energy order
of the bands at the X-point: the highest (and unoccupied) is the X−7 from the Γ8, followed by
the X−6 from Γ8, and the lowest is the X−7 from the Γ7.
Third, our finding of a Γ8 local ground-state symmetry contradicts in fact the outcome of several
density functional band structure calculations [105,106,59,107]. In band theory, the search for
the ground state symmetry in SmB6 translates into the question in which band the hole in the
J = 5/2 manifold resides. Kang et al. reported for the X-point an unoccupied 4f X−7 state of
Γ7 origin [107]. Also their k-integrated 4f J = 5/2 partial density of states (pDOS) shows the
hole residing in the Γ7 band, in line with the fact that the center of gravity of the Γ7 pDOS is
higher in energy than that of the Γ8. We would like to note that many theoretical studies have
quoted these band structure calculations for having produced a local Γ8 ground state! This is
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incorrect. Perhaps the mistake has been made by looking at the Γ -point: there the Γ−7 band
is indeed lower than the Γ−8 band which is closer to the Fermi level giving rise to the wrong
expectation that the local Γ8 is the state with the hole. However, we would like to point out that
looking at just one particular point in the Brillouin zone is not sufficient for extracting the local
crystal field scheme. It can only be deduced from the integration over the entire Brillouin zone.
In fact, realizing that crystal-field effects are determined mainly by hybridization, the Γ -point
is perhaps the worst possible location in k-space to look at since there the 4f and the 5d are
non-bonding due to opposite parity, a virtue that is the very starting point for proposing SmB6

to be topologically non-trivial.
Fourth, we would like to note that the experimentally observed dichroism in our NIXS spectra
can be explained by a pure Γ8 state, weighted with 0.6 to account for the contribution of the
4f 5 configuration in the ground state of SmB6, see Fig. 11. This is surprising in view of the
intermediate valent state of the compound, and in view that bands are important for the much
discussed low energy properties. A conclusion that could be drawn from this is that the 4f bands
may be extremely narrow, much narrower than the crystal-field splitting between the Γ8 and Γ7

states. The fact that the spectral responses of 4f ions are dominated by multiplet structures
suggests that the hopping integral for the transfer of a electron from a 4f 6 to a neighboring 4f 5

site will be hampered by the fact that the ground state of a 4f 6 ion is a J = 0 state and that
of a 4f 5 ion a J = 5/2. It is not impossible to convert a 4f 6 J = 0 to a 4f 5 J = 5/2 and
simultaneously a 4f 5 J = 5/2 to a 4f 6 J = 0 by transferring only an s = 1/2 particle without
energy cost, but the probability for such a large change in quantum numbers is tiny and is given
by the fractional parentage as described in the recent lecture notes of Sawatzky [108].
To summarize, we have utilized the high multipole contributions in the core-level non-resonant
inelastic x-ray scattering process to determine the symmetry of the Sm crystal-field ground
state 4f wave function in SmB6. We have found a clear directional dependence of the spec-
tra that allows for the unambiguous identification of the Γ8 quartet state of the Sm f 5 J=5/2
configuration as the state which governs the topological properties of SmB6. Follow-up calcu-
lations should be performed within a reduced basis of only Γ8 states for the construction of a
low-energy many-body Hamiltonian.
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