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2.2 Gabriel Kotliar

1 First-principles approaches and model Hamiltonians
The standard model of solid state physics, described in solid state textbooks, has been extraor-
dinarily successful in describing the properties of simple metals, semiconductors, and insula-
tors. It is firmly grounded in the Landau Fermi Liquid Theory and perturbative expansions
around the, by now standard, implementations of the density-functional theory (DFT), such as
the Local-Density Approximation (LDA) or Generalized-Gradient Approximations (GGA) by
means of the GW method.

Strongly correlated electron systems are materials that fall outside the standard model. They
display remarkable phenomena ranging from high-temperature superconductivity in iron pnic-
tides and copper-oxides, huge volume collapses in the 4f and 5f elemental series, to metal-to-
insulator transitions in many transition-metal oxides such as V2O3 and VO2, to name a few.

From a theoretical perspective, these systems display remarkable emergent phenomena that
cannot be accessed by perturbation theory starting from the band limit. Strong correlation phe-
nomena require a different reference frame for their description and a methodology that is quite
different from what is learned in traditional solid-state or many-body physics courses. Forty
years ago, the theoretical toolbox to treat strong correlations was very limited. The focus was
on variational wave functions of the type written by Gutzwiller [1] as used in the mixed-valence
problem by Varma and Yaffet [2] and on the decoupling of equations of motion used by Hub-
bard [3]. Development of renormalization group methods for simple condensed matter physics
problems was just beginning [4]. Methods for treating the unusual excitation spectra and the
finite-temperature properties of strongly correlated materials were badly needed. At that time,
we could not even contemplate a realistic treatment nor even a system-specific study of actual
strongly correlated materials. The situation is completely different today, and the methods that
brought about this change are the subject of these introductory notes, compiled by Wenhu Xu
from lectures delivered by the author. They are intended as an orientation for beginning students
in the field of electronic-structure calculations of strongly correlated materials. Their goal is to
motivate students to enter the field by highlighting a couple of research achievements, rather
than provide a complete overview with a complete list of references which can be found in the
excellent collection of reviews in Reviews of Modern Physics [5–7]. The focus is on meth-
ods that target not only total energies, but finite-temperature properties and, most important,
correlation functions.

Modern electronic-structure methods that treat correlated materials have developed into theoret-
ical spectroscopies. This allows detailed comparison with experiments, which in turn catalyzes
further theoretical progress. This iterative feedback loop is one of the characteristic strengths
of condensed matter physics. Hence, some comparisons to experimetal results are included in
this lecture. While they convey some sense of collective achievement, they should also be a
reminder that the theory of strongly correlated electron systems is still in its infancy. The goal
is to highlight, in broad strokes, some advances that have taken place while indicating some
problems that remain to be tackled to pave the way for a predictive theory of strongly correlated
materials.
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Historically, there have been two approaches to understanding and describing the physical prop-
erties of strongly correlated materials. First-principles (also called ab-initio) methods begin
from the full Hamiltonian of electrons in the solid. This theory of everything is given by
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Here i and j are indices of electrons; α and β are indices of nuclei. Relativistic effects include
spin-orbit coupling and are actually very important and give rise to qualitatively new physics
in strongly correlated materials. One term,

∑
i

~li·~si
R3
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, is essential to have non zero magnetocrys-
talline anisotropy, which selects the magnetization axis in crystals. We will not consider these
terms in the lectures. We treat ions as very heavy objects (adiabatic approximation). In this
limit
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becomes a number and

∑
α,i

Zαe2

|~Rα−~Ri|2
≡
∑

i Vcrystal(Ri) becomes an ex-
ternal potential for the electrons. Fluctuations around the equilibrium positions give rise to the
lattice vibrations (phonons). Therefore, with these approximations Zα and ~Rα are the only input
parameters, and approaches starting from Eq. (1) are referred to as first principles methods.
The standard model of solid state physics is grounded on two firm pillars. The first is the Fermi
liquid theory, which justifies the use of free electrons as a reference system to describe the prop-
erties of an interacting Fermi system. In its renormalization group formulation [8], this can be
understood by the statement that, in many instances, the interactions flow rapidly to zero as one
approaches the Fermi surface. Then, below a certain scale, materials behave as non-interacting
electrons, since the interactions have renormalized away. The only interactions that remain are
Hartree-like terms that renormalize the responses to external fields (Landau Parameters). When
this Fermi liquid scale is much larger than the temperatures of interest, the textbook picture of
free fermions, in the presence of a periodic Bloch potential with renormalized parameters is
thus justified.
The second pillar of the standard model enables the actual calculation of the quasiparticle dis-
persions and Fermi liquid parameters. It starts with the Kohn-Sham formulation [9] of density
functional theory. It states the existence of a potential VKS(r), which is itself a functional of
the density. One should write VKS(~r)[{ρ(~r ′)}] to indicate this dependence, but we omit this
in the following. The exact (but unknown) functional is such that the solution of the set of
self-consistent equations, [

−∇2 + VKS (~r)
]
ψ~kj (~r) = ε~kj ψ~kj (~r) . (2)∑

~kj

|φ~kj(~r)|
2 f(ε~kj) = ρ(~r) (3)

reproduces the density of the solid. It is useful to divide the Kohn-Sham potential into several
parts: VKS = VHartree + Vcryst + Vxc, where one lumps into Vxc exchange and correlation effects
beyond Hartree.
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The eigenvalues ε~kj of the solution of the self-consistent set of Eq. (2) and (3) are not to be
interpreted as excitation energies. The excitation spectra should be extracted from the poles of
the one particle Green’s function

G (ω) =
1

[ω +∇2 + µ− VHartree − Vcryst]−Σ (ω)
. (4)

Here µ is the chemical potential and we have singled out in Eq. (4) the Hartree potential ex-
pressed in terms of the exact density and the crystal potential, and lumped the rest of the effects
of the correlation in the self-energy operator, which depends on frequency as well as on two
space variables.
In a weakly correlated material, the one-particle excitation spectrum is perturbatively connected
to the LDA Kohn-Sham spectrum, in the sense that the first-order correction in the screened
Coulomb interactions for the self-energy ΣGW (see the diagrams in figure 1) is such that Σ =

ΣGW −Vxc is relatively small and able to bring the spectra sufficiently close to the experimental
results. In fact, we can define weakly correlated materials as those solids for which the previous
statement is true. Lowest order perturbation theory in the screened Coulomb interactions is
called the GW method [10]. It has been very successful in predicting the trends of the gaps in
semiconducting materials [11]
The GW method involves several steps, summarized in the diagrams shown in Fig. 1.

1. Computation of the polarization bubble

Π (t, t′) = G0 (t, t
′)G0 (t

′, t) . (5)

2. Evaluation of the screened Coulomb potential W in random-phase approximation (RPA)

W−1 = v−1Coul −Π. (6)

where vCoul is the bare Coulomb potential.

3. Evaluation of the ΣGW contribution to self-energy by lowest-order perturbation theory in
W; it is given in real space by (see Fig. 1)

ΣGW = G0W. (7)

4. From the self-energy one obtains the full Green’s function using the Dyson equation
where one removes the Vxc term fromG0 and adds the GW contribution to the self-energy
to obtain an approximation to Eq. (4)

G−1 = G−10 −Σ . (8)

We have not yet specified what one should take forG0 in this algorithm. Various ideas have been
discussed and implemented, leading to different variants of the GW method. In the “one-shot”
GW method one uses the LDA Kohn-Sham Green’s function

G0 (iω)
−1 = iω + µ+∇2 − VHartree − Vcryst − V LDA

xc . (9)

and the self-energy is thus taken to be Σ = ΣGW − V LDA
xc .
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Fig. 1: Schematic diagrams for the GW method. Starting from some G0, a polarization bubble
is constructed, which is used to screen the Coulomb interactions resulting in an interaction W.
This W is then used to compute a self-energy ΣGW using W and G0 . To obtain the full Green’s
function G in Eq. (4), one goes from ΣGW to Σ by subtracting the necessary single-particle
potential and uses the Dyson equation G−1 = G−10 −Σ as discussed in the text.

In the original self-consistent scheme proposed by Hedin [10] (the self-consistent GW)G0 = G

is used and in this case Vxc = 0 is not needed and is not used in intermediate steps. There are
numerous advantages, however, in using a non-interacting form for G0 in the algorithm. In the
quasi-particle self-consistent GW (QPGW) [11] the “best” non-interacting Green’s function is
used for G0 which uses an “exchange and correlation potential” V QPGW

xc chosen to reproduce
the same quasiparticle spectra as the full GW greens function.

G0 (iω)
−1 = iω + µ+∇2 − VHartree − Vcryst − V QPGW

xc . (10)

The GW or RPA method captures an important physical effect. Electrons are charged objects
that interact via the long range Coulomb interactions. Quasiparticles, on the other hand, are
neutral. They are composed of electrons surrounded by screening charges, thus reducing the
strength and the range of their interaction. For this reason, in many model Hamiltonians de-
scribing metals, only the short range repulsion is kept. To get a feeling for the screening effect,
let’s evaluate Eqs. (5) and (6) for an effective interaction W in the case that there is only one
band of electrons with dispersion εk

Π (iΩ = 0, ~q) = T
∑
ω

∑
~k

1

iω − ε~k+~q
1

iω − ε~k
=
∑
~k

f(ε~k+~q)− f(ε~k)
ε~k+~q − ε~k

' −
∑
~k

(
∂f (ε)

∂ε

)
ε~k

'
∑
~k

δ
(
ε~k
)
= ρDOS , (11)

where ρDOS is the density of states at the Fermi surface.
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In momentum space, vCoul (~q) = 4πe2/q2. Then

W (~q) =
vCoul (~q)

1 + vCoul (~q) ρDOS
' 1

q2 + 4πe2ρDOS
(12)

and its Fourier transform W (~r), which is now a function of one variable due to translation
invariance, decays exponentially in space.
Model Hamiltonians are simplified Hamiltonians describing a reduced set of degrees of free-
dom, and involve a number of parameters. They are extremely useful for learning the qualitative
physics exhibited by strongly correlated materials. Conceptually, we can obtain model Hamil-
tonians by selecting low-energy degrees of freedom (usually a few bands) and describing their
interactions, which in metals at low energies are short-ranged due to the screening mechanism.
The most famous example is the multi-orbital Hubbard model.

H =
∑
i,j

c†α(i) t
αβ
ij cβ(j) +

∑
i

Uαβγδ c
†
α(i)c

†
β(i)cγ(i)cδ(i). (13)

Even simplified model Hamiltonians have proved to be very difficult to solve exactly in the
thermodynamical limit except for the cases of one dimension [12] and the limit of infinite di-
mensions [13], a limit where Dynamical Mean-Field Theory (DMFT) becomes exact.
Another celebrated model, the Anderson Impurity Model, was introduced by Anderson in the
sixties to describe transition-metal impurities in metallic hosts [14]. It will play an important
role in the DMFT analysis of the Hubbard model in Sec. 3.

2 Slave-boson methods and emergence of local Fermi-liquids

The spectra of strongly correlated electron materials are very far from those of free fermions.
The one electron spectral function A(~k, ω) displays not only a dispersive quasiparticle peak but
also other features commonly denoted as satellites. The collective excitation spectra, which
appear in the spin and charge excitation spectra, do not resemble the particle-hole continuum of
the free Fermi gas, with additional collective modes (zero sound, spin waves) produced by the
residual interactions among them. Finally, the damping of the elementary excitations in many
regimes does not resemble that of a Fermi liquid.
The key idea of the slave-boson method is to enlarge the Hilbert space so as to be able to more
explicitly introduce operators that closely describe the physical excitations.
This is done by reformulation of the Hamiltonian in terms of additional slave variables, with
additional Lagrange multipliers that impose constraints. We illustrate this idea with the multi-
orbital Hubbard model following Refs. [15] and [16]. We first focus on one site and on the local
interaction term

Hloc =
∑
α

ε0α n̂α +
∑
αβ

Uαβ n̂αn̂β (14)

acting on a Hilbert space
|n〉 =

(
d†1

)n1

· · ·
(
d†M

)nM
|vac〉 . (15)
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We notice that Eq. (14) is equivalent to another Hamiltonian which acts on a larger Hilbert space
on which we will impose some constraints to retrieve the original problem

|n〉 ≡ φ†n|vac〉 ⊗ |n〉f , (16)

|n〉f ≡
(
f †1

)n1

· · ·
(
f †M

)nM
|vac〉. (17)

The states in the original Hilbert space, denoted by a bar, are in one-to-one correspondence with
the states of the enlarged Hilbert space once the constraints∑

n

φ†nφn = 1, (18)∑
n

nα φ
†
nφn = f †αfα, ∀α (19)

are imposed. In the enlarged Hilbert space, the physical electron is described by

d†α = Rα[φ] f
†
α, (20)

where
Rα[φ] =

∑
nm

〈n|f †α|m〉
[
∆̂α

]−1/2
φ†nφm

[
1− ∆̂α

]−1/2
(21)

with
∆̂α [φ] ≡

∑
n

nα φ
†
nφn. (22)

The kinetic energy is then

H =
∑
ij

Rα[φ]f
†
α (i) t

αβ
ij Rβ[φ]fβ (j) . (23)

while the local energy and interaction terms in the enlarged Hilbert space are reproduced by a
quadratic Hamiltonian

Hloc =
∑
n

φn
†φnεn (24)

where εn =
∑

α(nα +
∑

β Uαβnαnβ).
The fact that the Hamiltonian is now quadratic in bosons and fermions suggests simple approx-
imations for its treatment. The square root factors are largely arbitrary, in the sense that they
only affect the degrees of freedom outside the physical Hilbert space, and they were chosen
so as to give the same results as the Gutzwiller approximation and have a simple probabilistic
interpretation.
The self-energy of the Green’s function that results from the mean-field approximation (replac-
ing φ’s and Lagrange multipliers λ by numbers) has the form

Σα(ω) = Σα(0) + ω

(
1− 1

Zα

)
, (25)
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where
Zα = |Rα|2, (26)

and
Σα(0) = λα/|rα|2 − ε0α. (27)

Hence this theory describes the emergence of a local Fermi liquid. Non-local self-energies can
be obtained with the significant extension introduced in Ref. [17].
This formulation explicitly exhibits the local collective modes (local charge, spin, and orbital
fluctuations) in terms of the slave-boson operators. It has been extended [17–19] to make it
manifestly rotationally invariant. For example, in the one-band Hubbard model in the sim-
ple slave-boson formulation, the state with one spin is described by the slave-boson φσ and
transforms according to the fundamental representation of SU(2). The spin fluctuations are
naturally described by objects that transform according to the adjoint representation of SU(2),
which requires a matrix representation of the slave particles. Another advantage of the rotation-
ally invariant formulation [17] is that it allows the treatment of realistic Hamiltonians including
general multiplet interactions.
The physical electron operator is now represented in the enlarged Hilbert space by

dα = R̂αβ[φ] fβ. (28)

At the mean-field level, R̂ has the interpretation of the quasiparticle residue, exhibiting the
strong renormalizations induced by the electronic correlations. An important feature of the ro-
tationally invariant formalism is that the basis that diagonalizes the quasiparticles represented
by the operators f is not necessarily the same basis as that which would diagonalize the one
electron density matrix expressed in terms of the operators d and d†. Strongly renormalized
fermionic quasiparticles emerge in this treatment. This slave-boson formulation [15], repro-
duces at the saddle point level the results of the Guztwiller approximation. Fluctuations around
the saddle point generate the Hubbard bands in the one-particle spectra [20]. This method can
be applied to the Anderson impurity model. When supplemented by the DMFT self-consistency
condition, it gives the same results as its direct application to the lattice [21]. We envision many
synergistic applications of the slave-boson technique and exact implementations of the DMFT,
and we will return to this perspective at the end of Sec. 9.

3 DMFT for model Hamiltonians: Embedding and truncation

Dynamical mean field theory [22] is the natural extension of the Weiss mean-field theory of
spin systems to treat quantum mechanical model Hamiltonians. It involves two steps. The
first step focuses on a single lattice site and describes the rest of the sites by a medium with
which an electron at this site hybridizes. This truncation to a single site problem is common
to all mean-field theories. In the Weiss mean-field theory one selects a spin at a given site and
replaces the rest of the lattice by an effective magnetic field or Weiss field. In the dynamical
mean-field theory, the local Hamiltonian at a given site is kept, and the kinetic energy is replaced
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Fig. 2: Dynamical Mean-Field Theory (DMFT) maps (or truncates) a lattice model to a single
site embedded in a medium (impurity model) with a hybridization strength that is determined
self-consistently. Adapted from Ref. [23]

Weiss mean field theory dynamical mean-field theory
Ising model→ Hubbard-type model→

single spin in an effective Weiss field impurity in an effective bath
Weiss field: heff effective bath: ∆ (iωn)
local observable: local observable:

m = 〈si〉 Gloc (iωn)
self-consistent condition: self-consistent condition:

tanh
(
β
∑

j Jijsj

)
= m iωn − Eimp−∆ (iωn)−Σ (iωn) =

[∑
~kG~k (iωn)

]−1
Table 1: Corresponding quantities in dynamical mean-field theory (right) and Weiss or static
mean-field theory in statistical mechanics (left).

by a hybridization term with a bath of non-interacting electrons, which allows the atom at the
selected site to change its configuration. This is depicted in Fig. 2.

The second step involves the reconstruction of lattice observables by embedding the local impu-
rity self-energy into a correlation function of the lattice. Glatt(~k, iω)

−1 = iω+µ−t~k−Σimp(iω).
Here Σimp(iω) are viewed as functionals of the Weiss field. The requirement

∑
kGlatt = Gloc

determines the Weiss field. Table 1 summarizes the analogies between Weiss mean-field theory
and dynamical mean-field theory.

The DMFT mapping of a lattice model onto an impurity model gives a local picture of the solid
in terms of an impurity model, which then can be used to generate lattice quantities, such as the
Green’s function of electrons and the magnetic susceptibility, by computing the corresponding
irreducible quantities. This is illustrated in Fig. 3.
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Fig. 3: The DMFT impurity model is used to generate irreducible quantities such as self-
energies and two-particle vertices. These are then embedded in the lattice model to generate
momentum dependent lattice quantities such as spectral functions or spin susceptibilities.

The self-consistent loop of DMFT is summarized in the following iterative cycle

Eimp, ∆ (iωn) −→ Impurity Solver −→ Σimp (iωn) , Gloc (iωn)

↑ ↓

Truncation ←− G~k (iωn) =
1

iωn + µ− t
(
~k
)
−Σ (iωn)

. ←− Embedding

The impurity model is the engine of a DMFT calculation. Multiple approaches have been
used for its solution, and full reviews are needed to do this topic justice. Recent advances
in the continuous-time quantum Monte Carlo method for impurity models [24] have provided
numerically exact solutions at relatively low computational cost. Dynamical mean-field theory
becomes exact in the limit of infinite dimensions that was introduced by Metzner and Vollhardt
[13]. With suitable extensions, it plays an important role in realistically describing strongly
correlated materials. This is the subject of the following sections.

4 Correlations in the solid state, LDA, hybrids, LDA+DMFT

In the context of the simple Hubbard model, a clear measure of the strength of the electronic
correlations is the ratio U/t. But how do we quantify correlation-strength in an actual solid
described by Eq. (1), which has no reference to a U or a t?
To address this question we need to start from the exact one-particle Green’s function in the
solid that we introduced in Eq. (4) and focus on the self-energy Σ which should be viewed as
an infinite-dimensional matrix in a specified basis set.
For a chemist, correlations mean large departures of Σ with respect to the Fock self-energy.
Hence, a strongly correlated system is a system whereΣ−ΣFock is large. From this perspective,
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even simple metals are strongly correlated since pure exchange is a poor approximation to the
self-energy of even simple metals.
We adopt a different definition, the one used by physicists, and measure the strength of the
correlation by the departure of the self-energy from the exchange-correlation potential of the
LDA. A correlated material is one where

Σ (ω)− Vxc(LDA) (29)

is large in some low frequency range. Notice that at infinite frequencies Σ is given by just
the Fock diagram and therefore at large frequencies the difference in Eq. (29) is large, but this
usually occurs above the plasma frequency, a fairly large energy scale.
Sometimes the difference in Eq. (29) is local and restricted to a few orbitals, as will be explained
in the following. In this case we can describe this difference using DMFT. This is the basis of
the DFT+DMFT methodology, to be described below. Notice, however, that this methodology
should be used as a description of the spectra below the plasma frequency.
Introducing a complete basis set of localized wavefunctions labeled by site and orbital index,
we can expand the self-energy as

Σ (~r, ~r ′, ω) =
∑

α~R,β ~R′

χ∗
α~R

(~r) Σ (ω)α~R,β ~R′ χβ ~R′ (~r
′) . (30)

Eq. (30) allows us to introduce an approximate or simplified representation of the self-energy
[25] involving a sum of a non-local but frequency independent term plus a frequency-dependent
but local self-energy.

Σ(~k, ω) ' Σ(~k) +
∑

~R,αβ∈L

|~Rα〉Σ(ω)loc, ~R~R 〈~Rβ| . (31)

Notice that the notion of locality is defined with reference to a basis set of orbitals. The self-
energy is approximately local when the on-site term ~R = ~R ′ in Eq. (30) is much larger than the
rest, and the ansatz is useful when the sum over orbitals in Eq. (31) runs over a small setL (much
smaller than the size of the basis set), for example over a single shell of d- or f -orbitals. The
validity of the local ansatz for graphs beyond the GW approximation was tested for transition
metals in an LMTO basis set by N. Zein et al. [26].
For semiconductors, non-local (but frequency-independent) correlation effects are needed to
increase the gap from its LDA value. This admixture of exchange can be done within the GW
method or using hybrid density functionals. It reflects the importance of exchange beyond the
LDA, which is due to the long-range but static part of the Coulomb interaction. It has recently
been shown that this type of correlation effect is important in materials near a metal-to-insulator
transition such as BaBiO3 or HfClN [27]. In these systems, Σ(~k) is much more important than
the frequency dependence in the self-energy.
Frequency dependence implies non-locality in time and is important in materials governed by
Mott or Hund’s physics. This physics tends to be local in space and can be captured by DMFT.
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Static mean-field theories such as the LDA do not capture this non-locality in time, and therefore
fail to describe Mott or Hund’s phenomena.
In the quantum chemistry jargon the frequency-independent self-energy is ascribed to dynam-
ical correlation effects, while the frequency-dependent self-energy is ascribed to static corre-
lation effects. This difference in terminologies among two communities that are describing
similar effects has been a continuous source of confusion. In real materials, both effects are
present to some degree thus motivating physically the ansatz of Eq. (31). Some examples dis-
cussed recently are CeO3 (using hybrid DFT+DMFT ) in Ref. [28] and the iron pnictides and
chalcogenides in Ref. [25].
This discussion motivates the DFT+DMFT method, which was introduced in Ref. [29] (see also
Ref. [30]). DFT here stands for density-functional theory, and refers to the standard practical
implementations of this theory, such as LDA or GGA, which are used with similar frequency.
However DFT could be replaced by another static mean-field theory like hybrid DFT or QPGW.
In the following we will use the terminology LDA+DMFT.
Starting from the model Hamiltonian point of view, one divides the orbitals into two sets, the
first set containing the large majority of the electrons, which are properly described by the
LDA Kohn-Sham matrix. The second set contains the more localized orbitals (d-electrons in
transition metals and f -electrons in rare earths and actinides), which require the addition of
DMFT corrections. A subtraction (called the double-counting correction) takes into account
that the Hartree and exchange correlation has been included in that orbital twice since it was
treated both in LDA and in DMFT. The early LDA+DMFT calculations proceeded in two steps
(one-shot LDA+DMFT). First an LDA calculation was performed for a given material. Then
a model Hamiltonian was constructed from the resulting Kohn-Sham matrix corrected by EDC

written in a localized basis set. The values of the Coulomb matrix for the correlated orbitals
were estimated or used as fitting parameters. Finally DMFT calculations were performed to
improve on the one-particle Green’s function of the solid.
In reality, the charge is also corrected by the DMFT self-energy, which in turn changes the
exchange and correlation potential away from its LDA value. Therefore charge self-consistent
LDA+DMFT is needed.
For this purpose, it is useful to notice that the LDA+DMFT equations can be derived as station-
ary points of an LDA+DMFT functional, which can be viewed as a functional of the density
and local Green’s function of correlated orbitals. This is a spectral density-functional

ΓDFT+DMFT

[
ρ (~r) , Gαβ,~R, VKS (~r) , Σαβ,~R

]
= −Tr ln

[
iωn +

∇2

2
− VKS −

∑
R,αβ∈L

χ∗
α~R

(~r) Σαβ ~R(iω)χβ ~R (~r)

]

=

∫
VKS (~r) ρ (~r) d

3r −
∑
n

Tr [Σ (iωn)G (iωn)] +

∫
d3rVext (~r) ρ (~r) d

3r

= +
1

2

∫
ρ (~r) ρ (~r′)

|~r − ~r′|
d3rd3r′ + EDFT

xc [ρ] +
∑
~R

Φ
[
Gαβ,~R, U

]
− ΦDC . (32)
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Φ is the sum of two-particle irreducible diagrams written in terms of G and U . It was written
down for the first time in Ref. [31] building on the earlier work of Chitra [32,33] and is essential
for total energy calculations which require the implementation of charge self-consistency in the
LDA+DMFT method. The first implementation of charge self-consistent LDA +DMFT was
carried out in a full-potential LMTO basis set [31]. It was used to compute total energy and
phonons of δ-plutonium.
The form of the LDA+DMFT functional makes it clear that the method is independent of the
basis set used to implement the electronic structure calculation provided that the basis is com-
plete enough. On the other hand, it is clearly dependent on the parameter U chosen, on the form
of the double counting correction and the choice of the projector (i.e., the orbitals χα(~r) with
α ∈ L that enter this definition). A projector of the form P (r, r′) =

∑
αβ∈L χ

∗
α~R

(~r)χβ ~R(~r
′)

was used to define a truncation from G to Gloc. The inverse of P is the embedding operator
E defined by P · E = IL where IL is the identity operator in the correlated subspace. If one
restricts E · P to the space L, one also obtains the identity operator in that space. E is used to
define an embedding of the self-energy Σ(r, r′) = Eα,β(r, r′)Σloc

α,β .
However, more general projectors can be considered as long as causality of the DMFT equations
is satisfied. Ideas for choosing an optimal projector for LDA+DMFT based on orbitals were
presented in Ref. [34]. Choosing suitable projectors (and correspondingly a suitable value of the
U matrix and a proper double counting correction) is crucial for the accuracy of an LDA+DMFT
calculation as demonstrated recently in the context of the hydrogen molecule [35].

5 Electronic structure methods from a diagrammatic
many-body perspective

The formulation of LDA+DMFT presented in the previous section is rooted in the model Hamil-
tonian approach, which contains parameters such as the screened Coulomb interaction matrix or
hopping matrix elements. These elements are absent in the starting point of the first principles
approaches Eq. (1). We now describe a route proposed by Chitra [32,33] to embed DMFT into a
many-body approach of electronic structure within a purely diagrammatic approach formulated
in the continuum.
The starting point once again is the theory of everything:

S =

∫
dx ψ† (x)

[
∂τ −∇2 + Vext (x)

]
+
1

2

∫
dx dx′ ψ† (x)ψ† (x′) vCoul (x− x′)ψ (x)ψ (x′) , (33)

which can be rewritten exactly in terms of a Hubbard-Stratonovich field φ (x) that represents
the electric field present in the solid,

S =

∫
dx ψ† (x)

[
∂τ −∇2 + Vext (x)

]
1

2

∫
dx dx′ φ (x) v−1Coul (x− x

′)φ (x′) +

∫
dx iφ (x)ψ† (x)ψ (x) . (34)
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Fig. 4: Lowest order graphs in the Φ-functional of Eq. (37). They give rise to the fully self-
consistent GW approximation.

From this action, one can compute the Green’s function

G (x, x′) = −〈ψ (x)ψ† (x′)〉 (35)

and
W (x, x′) = 〈φ (x)φ (x′)〉 − 〈φ (x)〉〈φ (x′)〉 , (36)

which are the same symbols as used in the GW method [10].
The free energy of the solid can be written as an exact functional of G (x, x′) and W (x, x′) by
means of a Legendre transformation and results in

Γ [G,W,Σ,Π] = −Tr ln
[
G−10 −Σ

]
− Tr [ΣG] +

1

2
Tr ln

[
v−1CoulΠ

]
−1

2
Tr [ΠW ] + EHartree + Φ [G,W ] . (37)

This reformulation is exact but not practical unless some approximations are made on the func-
tional Φ, defined as sum of all two-particle irreducible diagrams. The lowest order graphs of
this functional are shown in Fig. 4, which reproduce the self-consistent GW approximation.
If one selects a projector, which allows us to define a local Green’s function, it was suggested
in Refs. [32, 33, 36] that one can perform a local approximation and keep only the local higher
order graphs in selected orbitals Φ [G,W ] ' ΦEDMFT [Gloc,Wloc, Gnonlocal = 0,Wnonlocal = 0]

+ ΦGW − ΦGW [Gloc,Wloc, Gnonlocal = 0,Wnonlocal = 0]. Since the lowest graph is contained in
the GW approximation, one should start from the second order graph and higher order .
These ideas were formulated and fully implemented in the context of a simple extended Hub-
bard model by Ping Sun and the author [37, 38]. An open problem in this area, explored in
Ref. [38], is the level of self-consistency that should be imposed. As discussed in Sec. 1, this
important issue is already present in the implementation of the GW method, and the work of
Ref. [38] should be revisited using the lessons from the QPGW method [25].
The functional Φ can be viewed as the functional of an impurity model which contains a
frequency-dependent interaction U , obeying the self-consistency condition

U−1 = W−1
loc +Πloc . (38)
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One can understand the successes of LDA+DMFT from the GW+EDMFT perspective. Con-
sider a system such as cerium, containing light spd-electrons and heavier, more correlated,
f -electrons. We know that for very extended systems, the GW quasiparticle band structure is
a good approximation to the LDA band structure. Therefore the self-energy of a diagrammatic
treatment of the light electrons can be approximated by the exchange-correlation potential of
the LDA (or by other improved static approximations if more admixture of exchange is needed).
Diagrams of all orders, but in a local approximation, are used for the f -electrons. In the full
many-body treatment, Σff is computed using skeleton graphs with Gloc and Wloc. To reach
the LDA+DMFT equations, one envisions that, at low energies, the effects of the frequency
dependent interaction U(ω) can be taken into account by a static U , which should be close to
(but slightly larger than) U(ω = 0). The f -f -block of the Green’s function now approaches
Σff − EDC.
We reach the LDA+DMFT equations, with some additional understanding on the origin of
the approximations used to derive them from the EDMFT+GW approximation as summarized
schematically in

ΣGW+DMFT

(
~k, ω

)
−→

(
0 0

0 Σff − EDC

)
+

(
Vxc[~k]spd,spd Vxc[~k]spd,f
Vxc[~k]f,spd Vxc[~k]f,f

)
. (39)

Realistic implementations of combinations of GW and DMFT have not yet reached the maturity
of LDA+DMFT implementations and are a subject of current research.

6 Discretization of basis-sets and Coulomb integrals

There are now a large number of implementations of LDA+DMFT in various electronic struc-
ture codes in progress and this is an active area of research. In this section we provide some
background elementary material, to give the student a feeling for the various parameters that en-
ter in these modern LDA+DMFT calculations. This involves one-electron ideas such as muffin-
tin radii and augmentation spheres as well as atomic physics concepts such as Slater integrals.
The applications described in Sec. 8 and Sec. 9 were carried out using the LDA+DMFT imple-
mentation of K. Haule described in Ref. [39]. Early studies mentioned in section Sec. 9 used
the LMTO basis set and the implementation described in Ref. [31].
Eq. (2) is a partial differential equation. To solve it on a computer, a discretization is needed
to reduce it to a finite matrix diagonalization problem. More generally, the Kohn-Sham matrix
is infinitely dimensional and model Hamiltonians require some reduction to finite dimensional
matrices to be used in conjunction with DMFT. This is generally done by introducing a a basis
set χi,

ψ =
∑
i

ciχi. (40)

The Schrödinger equation becomes

〈χj|H|χi〉 =
∑
i

ci〈χj|H|χi〉 = ε
∑
i

〈χj|χi〉. (41)
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That is, ∑
i

hji ci = ε
∑
i

Oji ci. (42)

hji = 〈χj|H|χi〉 = 〈χj| − ∇2 + vKS (~r) |χi〉.
Oji = 〈χj|χi〉 (overlap matrix)

(43)

The linear augmented plane wave (LAPW) [40, 41] method divides the space into two cat-
egories, the interstitial region (I) and the muffin-tin region (MT ). The LAPW basis set is
defined by

χ~k, ~G (~r) =

ei(
~k+ ~G)·~r, for ~r ∈ I;∑
lm alm(

~k)φlm + blm(~k)φ̇lm, for ~r ∈MT
(44)

In the interstitial region, plane waves constitute a natural basis. In the muffin-tin sphere, the ba-
sis set contains linear combinations of atomic-like wavefunctions φlm (~r, Eν) and their deriva-
tives, φ̇lm (~r, Eν), with respect to the energy parameter Eν , which is called the linearization
energy. The key idea is to allow enough variational freedom to reproduce the exact solution of
the one-particle Schrödinger equation in the sphere [40]. The basis functions are

φlm (~r, ε) = φlm (~r, Eν) + (ε− Eν) φ̇lm (~r, Eν) , (45)

where the atomic-like wavefunctions satisfy[
−∇2 + Vav (~r)

]
φlm (~r, Eν) = Eν φlm (~r, Eν) (46)

and their derivatives with respect to Eν satisfiy[
−∇2 + Vav (~r)

]
φ̇lm = φlm . (47)

Besides the one-particle Hamiltonian, one also needs to discretize the Coulomb interaction part
of the Hamiltonian. We explain how this is done in the context of a single atom. In a model
Hamiltonian language, the two most important terms are the Hubbard U , which suppresses
charge fluctuations, and the Hund’s rule coupling J , which promotes locally large values of
spin

Hint ∼ UN̂2 + JŜ2. (48)

To see the origin of these terms we start from the atomic Hamiltonian with the Coulomb inter-
action written in second quantized form

1

2

∫
d3rd3r′ ψ†σ (~r)ψ

†
σ′ (~r

′)
1

|~r − ~r′|
ψσ′ (~r′)ψσ (~r) =

1

2

∑
αβγδ

c†ασc
†
βσ′ 〈αβ|V |γδ〉 cδσ′cγσ (49)

with
〈αβ|V |γδ〉 =

∫
d3r1d

3r2 φ
∗
α (~r1)φ

∗
β (~r2)

1

|~r1 − ~r2|
φδ (~r2)φγ (~r1) . (50)
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Using φlm (r, ϑ, ϕ) = Rl (r)Ylm (ϑ, ϕ) and

1

|~r − ~r′|
= 4π

∞∑
k=0

rk<
rk+1
>

1

2k + 1

k∑
q=−k

Ykq (r̂)Y
∗
kq (r̂

′) , (51)

we restrict ourselves to the d-shell (l = 2) as an example. The interaction has the form we
encountered previously in the context of the multi-band Hubbard model, Eq. (13)∑

m1m2m3m4

∑
σσ′

Um1m2m3m4 c
†
m1σ

c†m2σ′cm3σ′cm4σ, (52)

Here U is a four-index tensor. In the atom, its form is strongly constrained by symmetries and
is parametrized in terms of a few parameters (Slater integrals) F k.

Um1m2m3m4 =
∑
k

4π

2k + 1

k∑
q=−k

∫
d3r1φ

∗
2m1

(~r1)φ2m4 (~r1)Y
∗
kq (ϑ1, ϕ1)

×
∫
d3r2φ

∗
2m2

(~r2)φ2m3 (~r2)Ykq (ϑ2, ϕ2)×
rk<
rk+1
>

=
∑
k

F k

k∑
q=−k

〈Y2m1|Y ∗kq|Y2m4〉〈Y2m2|Ykq|Y2m3〉, (53)

and

F k =
4π

2k + 1

∫
r21 dr1

∫
r22 dr2

rk<
rk+1
>

R2
l=2 (r1)R

2
l=2 (r2) . (54)

When k = 0 and hence q = 0, 〈Y2m1|Y ∗00|Y2m4〉 ∝ δm1m4 and 〈Y2m2|Y ∗00|Y2m3〉 ∝ δm2m3 . The
k = 0 contribution in the Coulomb interaction is

Hk=0
Coul ' F 0

∑
m,m′

∑
σ,σ′

(
c†mσcmσ

) (
c†m′σ′cm′σ′

)
. (55)

Thus, F 0 defines the Hubbard U in the atom. It involves the direct Coulomb integral Unmmn.
We now turn to the exchange Coulomb integral

Umnmn =

∫
d3r1d

3r2 φ
∗
m(~r1)φn(~r1)

1

|~r1 − ~r2|
φ∗n(~r2)φm(~r2) . (56)

and its average J = 1
2l+1

∑
m<n Umnmn. To understand its physical meaning consider the

case that the full interaction is replaced by its more symmetric (averaged) form Um1m2m3m4 =

Jδm1,m3δm2,m4 +
J
2
δm1,m4δm2,m3 . Then it is easy to evaluate the form of the interaction Hamil-

tonian using the Fierz identity
∑

a σ
a
αβσ

a
γδ + δαβδγδ = 2δαδδβγ to obtain

H ∼ −2JS2 (57)

with Sa = 1
2

∑
m,αβ c

†
mασ

a
αβcmβ . Notice the sign in Eq. (57), which gives rise to the famous

Hund’s rule: to minimize the energy one has to maximize the spin. The Hund’s J for d-electrons
can be expressed in terms of the Slater integrals [42] by

J =
1

14
(F 2 + F 4), (58)
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A second parameter in addition to J is needed to parametrize the Slater integrals

C =
1

14

(
9

7
F 2 − 5

7
F 4

)
(59)

When C = 0, additional symmetries are present in the spectra [43]. Sometimes F 2 and F 4 are
viewed as parametrized by the Hund’s coupling, as F 2 ' 14

1.6
J and F 4 ' 0.6

1.6
J . This relation

between F 2 and F 4 is exact only for the hydrogen atom. Note that in the case of instantaneous
interactions, the terms of odd l, (F 1, F 3, . . . ) are absent due to parity symmetry. Finally we
give the expression for the atomic energy averaged over all the configurations for d-electrons

Uav = F 0 − 2

63
(F 2 + F 4). (60)

The Hund’s interaction is very important in determining the physical properties of many solids
and we will return to this point in Sec. 8.

7 Bridging between first-principles and model Hamiltonian
approaches

The ideas that we have pursued in this lecture are rooted in the philosophy of the Anderson
model [14]. Many-body correlations are applied to a small subset of orbitals and are kept rela-
tively local in space. The rationale, is that the large majority of electronic states can be treated
accurately by some static mean-field plus low-order perturbative corrections, while a summa-
tion to all orders is only needed for a small subset of orbitals. This should be contrasted with
other methods, such as GW or variational Monte Carlo where all electrons are treated at the
same level of approximation. The advantage of LDA+DMFT-like approaches is that they focus
the available computational power on the orbitals or sectors that need it the most. The disad-
vantage is that, like all methods rooted in model Hamiltonians, there is some arbitrariness that
has to be resolved, for example in the determination of the form of the projector and the value
of the concomitant interaction. The derivation of model Hamiltonians and their parameters can
be carried out along two different lines.
The first is a Wilsonian approach, where high-energy degrees of freedom are eliminated. It
involves the following schematic steps which results in a model Hamiltonian with well defined
parameters:

1. start with the theory of everything in the path integral formulation

2. in metallic systems, screen the long range part of the Coulomb interaction

3. eliminate (integrate-out, approximately) degrees of freedom which are not of interest and
therefore outside the scope of the model

A different philosophy for deriving parameters of low-energy Hamiltonian involves matching
observables:
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1. choose an approximate method

2. apply the method to the first-principle theory and the model

3. match enough quantities to determine (or over-determine) a few physical observables

An good example of this approach is the constrained RPA [44] proposed by Aryasetiawan and
developed with his collaborators [45].
The model Hamiltonian will only keep bands within a low energy window near the Fermi sur-
face as degrees of freedom of interest. The observables to be matched are the screened Coulomb
interaction among the electrons W. The screened Coulomb potential in first-principle theory is
given by

W =
vCoul

1 + vCoulΠ
=

vCoul

1 + vCoul (Πmodel +Πrest)
. (61)

Πmodel is the polarization of the low-energy bands. Πrest is the polarization due to excitations
between low- and high-energy bands and within the high-energy bands. The screened Coulomb
potential in the model is

Wmodel =
U

1 + UΠmodel

. (62)

U is the “bare” interaction in the model Hamiltonian. The matching between the low energy
theory and the full theory is

W = Wmodel , (63)

which results in
U

1 + UΠmodel

=
vCoul

1 + vCoul (Πmodel +Πrest)
, (64)

leading to
U =

vCoul

1 + vCoulΠrest

. (65)

This is constrained RPA [44]. In general, U (ω;~r, ~r′) is a function of ω, ~r, and ~r′. Hence
this method delivers both local and non-local frequency dependent interactions. Evaluating the
results at zero frequency and projecting U on the relevant orbitals gives rise to the parameters
of the model Hamiltonian.
A variant of this approach, a constrained local GW, was proposed in Ref. [46]. Here the observ-
able to be matched is the local W, defined by projecting W onto local orbitals using the same
projector to be used in DFT+DMFT. The matching equations are

Wloc = (Wmodel)loc , (66)

Πloc = (Πmodel)loc , (67)

which result in a different definition of the frequency dependent U in a solid

W−1
loc = U−1 −Πloc (68)

The constrained RPA method, as GW, depends significantly on the level of self-consistency
(one-shot, full self-consistency, or QPGW). It was observed in Ref. [46] that the one-shot ap-
proximation used in all earlier studies considerably underestimates the values of U that should
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Fig. 5: (Left Panel) Resistivities as a function of Hund’s rule coupling J , Ref. [50]. Notice the
extreme sensitivity to J . The effects of U on the correlation strength are small even for values
of U comparable to the bandwidth. The correlations are induced very rapidly by the Hund’s
J , and a coherence-incoherence crossover as a function of temperature was predicted. (Right
Panel) Recent observation of this behavior in ultra-pure KFe2As2 [51].

be used together with a localized projector. On the other hand, the fully self-consistent GW
which was implemented for solids in Ref. [47] gives instead fairly reasonable U values and
total energies, while being less accurate than the QPGW and the one-shot GW for electronic
spectra. Further investigations of this point in other materials are needed. Furthermore, the
determination of the parameters and the type of projectors to be used in LDA+DMFT-like im-
plementations remains a fundamental challenge in condensed matter physics.

8 Applications: Iron pnictides and Hund’s metals

The field of correlated-electron materials continues to periodically produce surprising discov-
eries. The latest in the series is the high-temperature superconductivity in materials contain-
ing iron pnictide layers [48]. This recent development provided a unique opportunity to con-
front electronic structure methods with rapidly developing experiments and assess the predictive
power of current methodologies and implementations. We use this as a first example in these
lectures.
Shortly after the experimental discovery of the iron pnictides, it was determined that the electron-
phonon coupling was not responsible for their superconductivity and correlations in the form of
a mass enhancement (m∗/m between 3 and 5) were predicted [49]. Even more surprising was
the origin of the mass enhancement which was elucidated in Ref. [50]. The left panel of Fig. 5
shows the crossover from coherence (Fermi-liquid behavior) at low temperatures to incoher-
ence (bad-metal behavior) at high temperatures predicted in Ref. [49]. The right panel of Fig. 5
describes the evolution of the resistivity as a function of J , for a reasonably large value of the
Hubbard U (U=5, comparable to the bandwidth). For small J , the system behaves as a weakly
interacting material, with very low resistivity and negligible mass enhancement [49]. The rea-
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Fig. 6: J promotes metallicity in a d6 configuration (middle) and insulating behavior in a d5

configuration. The figure on the right shows the experimental dependence of the Kondo temper-
ature on the d-valence [53]. It falls exponentially as the half filled shell (Mn) is approached.

son for this behavior is the very small value of the crystal-field splittings in the pnictides (of the
order of ten meV as opposed to the value characteristic of oxides which is of the order of eV).
The orbital degeneracy is then very large, with considerable room to move within the d-shell,
rendering Mott blocking ineffective. In different words, the critical U for the Mott transition
scales with N [52], (Uc2 ∼ N2 and Uc1 ∼ N ) and enormous values of U would be needed to
induce Mott localization in this system.
The iron pnictide materials were therefore not just new high-temperature superconductors aris-
ing from a magnetic element. They were a new class of strongly correlated materials, where
the correlations derive not from the blocking effect of the Mott Hubbard U , but from the effects
of the Hund’s rule coupling J . The theory of Hund’s metals is not fully developed yet. Some
basic understanding can be traced to the early work of van der Marel and Sawatzky [42], who
observed that while in a half filled configuration such as Mn d5, Hund’s rule J enhances the
Mott Hubbard gap, in a d6 configuration the Hund’s rule J reduces the gap between the Hub-
bard bands, thus promoting metallicity, as shown in Fig. 6. Hundness is also clearly seen in the
valence histogram, describing pictorially the diagonal elements of the local many body density
matrix. Physically, it represents the fraction of the time that the shell spends in each different
atomic eigenstate. It is shown in the right panel of Fig. 9 for BaFe2As2. The material is clearly
metallic with a very large number of configurations and several valences participating in the
histogram. The Hund’s J weights heavily the maximal spin states within each valence.
The Hund’s coupling also has a dramatic impact at low energies. This has been known from
the studies of magnetic impurities in transition-metals which were discussed intensively in the
1960s [54]. The Kondo temperature of transition metals decreases dramatically as it approaches
the half-filled shell as shown in the right panel of Fig. 6. This can be understood as a result of
the blocking of the orbitals which reduces the Kondo interaction to a diagonal form. The Kondo
scale is exponential in the Kondo coupling. In a SU(2N)-symmetric situation, containing only
the interaction U , the Kondo scales as exp(−1/JρN) where N is the orbital degeneracy. Intro-
duction of Hund’s coupling removes the degeneracy from SU(N) to SU(2), and renormalizes
the Kondo-coupling from J to J/N , resulting in a Kondo scale exp(−N/Jρ). These con-
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Fig. 7: Effective masses across the families of iron pnictides. All calculations were performed
with fixed F 0, F 2, F 4, and double-counting correction parameters. The variations in corre-
lation strength agree reasonably well with experiment and can be traced to the position of the
pnictogen height.

siderations are suitable for understanding the half-filled situation [55]. A full weak-coupling
renormalization group treatment of the impurity model underlying the Hund’s metal was only
given very recently [56].

The question of whether the iron pnictides should be thought of as weakly correlated itiner-
ant magnets, doped Mott insulators, or Hund’s metals continues to be actively debated in the
community. An important question is what controls the strength of the correlations within
LDA+DMFT. At this point, technical advances in implementation finally enable the calculation
of physical properties for whole families of compounds as illustrated in Fig. 7 from Ref. [57].

A big advantage of this type of calculation is that while absolute values of physical quantities
are very sensitive to the strength of the Hund’s coupling, this quantity is not expected to vary
much from material to material and can be kept fixed as the chemical trends across similar
materials are examined. This type of calculation clarified early confusion which classified some
iron pnictides such as the 1111 system as weakly correlated, while placing others such as the
122 system in the strong correlation regime as a result of variations in the atomic parameters
and double-counting corrections. This unified picture of the iron pnictide families was also
confirmed by subsequent experimental optical studies.

The other factor that controls the strength of the interaction in the iron pnictides is the variation
of the pnictide valence, with the correlation strength being an increasing function of decreasing
valence. Arguments in favor of this point of view, in a very itinerant picture of Hund’s metals,
was advanced in Refs. [56] and [58].
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Fig. 8: Theoretical prediction for the phonon spectra of the δ-phase of Pu (empty circles) [60]
and observation by inelastic X-ray scattering (black squares) [61]. The overall agreement is
reasonable with maximum deviations near the L-point of the Brillouin-zone as indicated.

9 Applications: Actinides

Computation of total energies was almost exclusively the domain of density-functional theory.
This can be rationalized by saying that density-functionals target the density and total energy
of the material and therefore are more accurate for these quantities than for their corresponding
excitation spectra. This is supported by the fact that even in materials as correlated as the high-
temperature superconductors, LDA or GGA predict the structural properties with a few percent
accuracy. A notable exception to this rule is provided by a 5f system, elemental plutonium.
Nonmagnetic LDA or GGA underestimates the volume of the δ-phase by more than 30%, while
allowing for magnetism gives a volume close to experiment but with a very large moment, of the
order of 5µB, which is not observed experimentally. A similar problem arises in other electronic
structure methods, ranging from GW to hybrid density-functionals.

The computation of total energies and phonon frequencies became possible with the introduc-
tion of the LDA+DMFT functional. The first application of charge self-consistent LDA+DMFT
[59] pointed a path to solving the Pu conundrum by demonstrating that the correct volume of
δ-Pu emerges from the paramagnetic LDA+DMFT calculation. Predictions for the phonon
spectra [60] were largely confirmed by inelastic X-ray experiments at the ESRF.

The difference between theory and experiment highlighted in Fig. 8 focuses the research by
raising interesting questions. In that early work, simplified impurity solvers were used. Hence,
the calculations can be improved further. Also, temperature-dependent experimental studies
should be performed, since the calculations were zero temperature calculations. Finally, effects
of alloying and inhomogeneities could be investigated. This is clearly an area where theory
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Fig. 9: LDA+DMFT valence histogram for different materials. In Cm (right) the ordinary
notion of valence applies. Pu (middle) exhibits a clear mixed valence character [62]. The left
panel displays the valence histogram of a Hund’s metal BaFe2As2 [46].

of strongly correlated materials can continue to make important contributions to an area where
experiments are very difficult.
Another important aspect of LDA+DMFT calculations is the qualitative insights they provide
into the behavior of a material. Plutonium was shown to be a strongly mixed-valence system,
and the absence of magnetism was explicitly demonstrated [62]. The LDA+DMFT valence
histograms describe the fraction of the time that the atom spends in each atomic eigenstate.
When the f -electron is very localized, there is only one atomic eigenstate that is important. This
is illustrated in Fig. 9 for curium. Plutonium is very different, having appreciable fluctuations
into the 5f 6 configuration as shown in Fig. 9. The mixed valence of Pu is responsible for its
unique physical properties.
The studies of Pu over the last decade illustrate very nicely the advances in the quality of the
LDA+DMFT implementations. Very recently, calculations for the ground state of Pu, α-Pu,
a complicated monoclinic structure with many atoms in the unit cell, were carried out, using
CTQMC as an impurity solver [63].
Another recent development is the determination of the energy vs. volume for all the phases of
Pu, carried out in Ref. [64]. It was shown that all their phases are mixed-valent. Furthermore,
correcting the LDA energy with the mean-field slave-boson (or Gutzwiller) correction brings
all the phases very close together in energy as highlighted in Fig. 10 (Ref. [64]). These calcu-
lations are outside the scope of what can be currently done using exact impurity solvers but are
easily accessible to the formalism introduced in Sec. 2 or the equivalent (at zero temperature)
Gutzwiller approximation introduced by Xi Dai and collaborators. This brings us back to the
beginning of the lectures.

10 Summary and outlook

After completing the development of quantum mechanics Dirac stated that “the underlying
laws necessary for the mathematical theory of the whole chemistry are thus completely known
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Fig. 10: Left: Energy vs. volume of all the phases of Pu from the work of Lanatà et al. [64].
Notice that within the slave-boson method the energy differences are two orders of magnitude
smaller, explaining the extreme sensitivity of the material to changes in concentration of impuri-
ties, temperature, etc. This sensitivity is highlighted in the right panel showing the experimental
volume-temperature phase-diagram of Pu. The dotted lines indicate the zero-temperature equi-
librium volumes extrapolated by linear interpolation. Correlations shift the region of volumes
(highlighted) that becomes relevant at zero pressure. LDA already contains the relevant infor-
mation about structural differences.

and the difficulty is only that the exact application of these laws leads to equations much too
complicated to be soluble.” But he proceeded to add that “approximate practical methods of
applying quantum mechanics should be developed which can lead to an explanation of the main
features of complex atomic systems without too much computation.”

In his famous article More is Different [65], P.W. Anderson, remarked that “the constructionist
hypothesis breaks down when confronted with the twin difficulties of scale and complexity.”
He goes on to say that “at each level of complexity entirely new properties appear, and the
understanding of the new behaviors requires research which I think is as fundamental in its
nature as any other,” stressing that at each level of description new concepts are needed to
describe nature and there are new laws to be discovered.

Dirac and Anderson’s dictums are sometimes viewed as contradictory, but in condensed matter
physics and in particular in the field of strongly correlated electrons both are needed to make
progress. The quest for ideas to describe the emergent phenomena as well as the invention of
techniques to compute physical properties using the basic laws of quantum mechanics of matter
both play a very important role.

The developments of methodologies to treat correlated materials are an illustration of Dirac’s
vision and they have lead to concepts, abstractions, and physical pictures that enable us to
understand the behavior of correlated materials that are useful and will guide further studies.

There is a close interaction between scientific advances and the development of new method-
ologies. New methodologies enable breakthroughs in challenging scientific problems, and in
turn outstanding scientific problems spur the development of new methodologies.

The development of DMFT for model Hamiltonians led to a detailed understanding of the mech-
anism of the Mott transition. In turn, the need to understand the Mott transition, a transition that
lacks an obvious order parameter, was an important driving force for the development of DMFT.
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DMFT and its extensions to clusters enabled accurate solutions of model Hamiltonians. It also
gave us useful concepts for thinking about strongly correlated materials. The DMFT Weiss field
makes quantitative the notion of the degree of localization of the electron. The local Green’s
function, with its characteristic three peak structure, gives a precise formulation of the Mott
transition in terms of the transfer of one-electron spectral weight. The existence of a finite-
temperature Mott transition marks a sharp boundary beyond which perturbation theory in the
interactions fails.
Condensed matter theory has a dual role. One one side, it provides tools for predicting the
properties of materials. On the other side, it builds the conceptual framework in which to frame
and understand the results of experiments. We used two classes of materials, the actinides and
the iron pnictides to illustrate the rapid progress in the field. The Pu problem was intractable
with the tools of band theory, but using a combination of slave-boson and DMFT methods the
determination of its phase diagram appears within sight. The iron pnictides provided a real-time
demonstration of the power of the LDA+DMFT methodology for their quantitative description
and at the same time resulted in a surprising discovery of a new class of strongly correlated
systems. There are many more that have been studied already, and even more to be discovered.
The introduction of LDA+DMFT enabled the computation of the photoemission and inverse
photoemission spectra of correlated materials starting from first principles. The intensity and
position of the qualitative features, already present in the model Hamiltonian, are now made
quantitative and system-specific in a way that allowed comparison with experiments. The calcu-
lated spectral properties (ARPES, optics, neutron scattering, etc.) of a large number of p, 3d, 4d,
4f , 5d, and 5f -based materials were in surprisingly good agreement with experiments. Through
the study of a very large number of materials, the community has gained confidence that we have
a zeroth-order picture of strongly correlated materials, with the Kohn-Sham Hamiltonian with a
double-counting correction subtracted, as a one-particle Hamiltonian and a Coulomb interaction
matrix parametrized by a few Slater-Racah parameters. We have a working practical approach
that gives a zeroth order-picture of correlated solids, an important challenge is to quantify its
accuracy and limitations. We can start looking for deviations from this framework as well as
continue to improve its implementation and foundation to increase its accuracy.
Finally it is worth reminding students that all the remarkable discoveries in strongly correlated
electron materials have been the result of serendipity, and there is no reason to doubt that this
will continue in the foreseeable future. Still, at this point in time, theorists working on strongly
correlated electrons have in their hand sufficiently powerful tools to participate more closely in
the process of understanding of these fascinating materials and accelerate their discovery. These
are very exciting times to enter the field of correlated electron material research.
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