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1 Introduction

In the field of magnetism, the word frustration was first introduced in the context of spin glasses
to describe the impossibility of simultaneously satisfying all exchange processes. In this lec-
ture, we are primarily interested in disorder-free systems that can be described by a periodic
Hamiltonian. In that case, frustration is more precisely described as geometrical frustration, a
concept that has received the following general definition: One speaks of geometrical frustra-
tion when a local condition is unable to lead to a simple pattern for an extended system [1].
Typical examples are paving problems, where some figures such as triangles in two dimensions
lead to regular, packed pavings while others such as pentagons are unable to lead to a compact,
periodic structure.
In this lecture, we will be dealing mostly with two models of magnetism: the Ising model

H =
∑
(i,j)

Jij SiSj, Si, Sj = ±1 or ↑, ↓ (1)

and the Heisenberg model
H =

∑
(i,j)

Jij ~Si · ~Sj (2)

where the spins ~Si are unit vectors in the classical case, and components of a quantum spin in
the quantum case: [Sαi , S

β
i ] = iεαβγ Sγi , and ~S2

i = S(S + 1). In both cases, i and j are sites of a
periodic lattice, and Jij is assumed to depend only on their relative position.
Frustration can only occur if at least some exchange paths are antiferromagnetic, i.e., if some
of the exchange integrals Jij are positive, since, if all exchange paths are ferromagnetic with
negative exchange integrals, the configuration with all spins parallel is clearly the ground state.
However, even when all bonds are antiferromagnetic, geometrical frustration is not necessarily
realized. Indeed, for bipartite lattices such as the square lattice that can be divided into two
sublattices such that each spin of one sublattice is only coupled to spins on the other sublattice,
the energy of the Ising model or of the classical Heisenberg model is simply minimized by the
Néel configuration, in which the spins of one sublattice are parallel to each other and antiparallel
to all spins of the other sublattice.
A necessary condition to satisfy the general condition of geometrical frustration with only an-
tiferromagnetic exchange interactions is to have loops of odd length. This is however not suf-
ficient. Indeed, as we shall see, it is often possible to minimize the energy of the classical
antiferromagnetic Heisenberg model with a simple helical arrangement of spins, and if this
defines a unique ground state, as in the case of the triangular lattice with nearest-neighbor in-
teractions, the system is strictly speaking not geometrically frustrated: Geometrical frustration
occurs when there is no unique way to minimize the energy but when there are other ways with
less simple (often non periodic) structures to reach the ground-state energy.
The objective of this lecture is to review the physical consequences of this degeneracy from a
theoretical perspective. For Ising spins, degeneracy can lead to all types of zero-temperature
behaviors: long-range order, algebraic order, dipolar correlations, or complete disorder. For
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Fig. 1: Left panel: Example of degenerate ground states of the antiferromagnetic Ising model
on the triangular lattice. Once spins have been arranged antiferromagnetically on a honeycomb
sublattice (thick solid line), the spins in the center of the hexagons can point up or down. Right
panel: Mapping between a ground state of the Ising model on the triangular lattice and a dimer
covering on the dual honeycomb lattice. The bonds of the triangular lattice with parallel spins
are crossed by a dimer.

Heisenberg models, fluctuations (thermal or quantum) play a major role. They can order the
system by picking one ordered state out of the ground-state manifold, but they can also destroy
any kind of magnetic long-range order. This opens the way to new types of ground states such
as spin nematics (where the order parameter is not the local spin but a more complicated object),
valence-bond crystals (completely non-magnetic states with a broken translational symmetry),
or quantum spin liquids where both the rotational SU(2) symmetry in spin space and the trans-
lation symmetry in real space are preserved.

2 Competing interactions and degeneracy

2.1 Ising

For the Ising model, competing interactions generally lead to an infinite degeneracy. As a first
hint, let us consider the antiferromagnetic Ising model on the triangular lattice. On a triangle,
the best one can do is to satisfy two bonds out of three, and any configuration with two up spins
and one down spin or two down spins and one up spin on each triangle minimizes the energy. A
simple way to satisfy this condition is to look at the triangular lattice as a centered honeycomb
lattice. Then, if the honeycomb lattice is in a Néel state, the condition will be automatically
satisfied regardless of the orientation of the spins inside the hexagons (see left panel of Fig. 1).
So the ground state degeneracy is at least equal to 2N/3, where N is the number of sites, and
there is a residual entropy per site bounded from below by (1/3) ln 2 ' 0.2310. In fact, the
residual entropy is much larger, as first shown by Wannier [2], who derived the exact result
S/N = 0.3230....
A useful way to derive this result for the purpose of this lecture is to map the problem onto that
of the dimer coverings on the dual honeycomb lattice by putting a dimer across each unsatisfied
bond of a ground state of the Ising model [3] (see right panel of Fig. 1). Up to a factor 2 associ-
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ated with flipping all spins, there is a one-to-one correspondence. The problem of counting the
dimer coverings on a planar graph was addressed in the early sixties [4, 5], and the following
theorem has been proven:
Theorem: If one can attach to each adjacent pair of sites an arrow such that around each loop
with an even number of sites N the number of arrows in each direction is odd, the total number
of dimer coverings can be expressed as the determinant of a periodic, skew-symmetric matrix.
Proof: The number of dimer coverings is clearly given by

Z =
1(

N
2

)
! 2N/2

∑
P

b(p1, p2) b(p3, p4) · · · b(pN−1, pN)

where the sum runs over the permutations P = {p1, . . . , pN} of 1, . . . , N , and

b(i, j) =

{
1 if i, j adjacent,
0 otherwise.

Now, define the skew-symmetric Kasteleyn matrix a(i, j) by:

a(i, j) =


1 if i, j ajdacent and i→ j

−1 if i, j ajdacent and i← j

0 otherwise.

where i→ j means that the arrow goes from i to j. Then,

Z =

∣∣∣∣∣ 1(
N
2

)
! 2N/2

∑
P

ε(P ) a(p1, p2) . . . a(pN−1, pN)

∣∣∣∣∣
where ε(P ) is the signature of the permutation. Indeed, this will be clearly true if, for all
permutations, i.e., for all dimer coverings, the sign of ε(P )a(p1, p2) . . . a(pN−1, pN) is the same.
Now, consider 2 dimer coveringsC andC ′. To go from one to the other, one just has to shift sites
around loops of even length. For the sites of a given loop, the product of the matrix elements
of C and C ′ will be negative because, thanks to the hypothesis of the theorem, the number of
arrows in each direction is odd. Besides, the signature of the permutation is negative because
the number of sites is even. So, each loop contributes a factor with the same sign for C and C ′,
and the terms in the sum corresponding to C and C ′ have the same sign, which implies that the
terms in the sum have the same sign for all dimer coverings.
Now, the sum over P is the Pfaffian of the skew-symmetric matrix a(i, j), and its square is equal
to the determinant of a. So finally,

Z =
√

det a

The determinant is the product of the eigenvalues of a, which, on a periodic lattice, can be easily
calculated using the Bloch theorem. In the case of the honeycomb lattice, this leads to

1

Nhc

lnZ =
1

4

∫ 1

0

dx

∫ 1

0

dy ln |3 + 2 cos(2πy)− 2 cos(2π(x+ y))− 2 cos(2πx)| ' 0.1615
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Fig. 2: Left panel: sketch of the pyrochlore lattice. Middle panel: example of a 2-in 2-out
structure stabilized in spin ice. Right panel: same configuration as that of the middle panel,
but for water ice, the blue and red dots standing for H atoms. Each oxygen atom (empty circle)
forms an H2O molecule with the two hydrogen atoms close to it.

Since the number of sites of the honeycomb latticeNhc = N/2, the entropy per site for the Ising
model is given by S/N = 0.3230 . . . , in agreement with Wannier’s result [2].
When the mapping on an exactly soluble dimer covering problem is not possible, one can always
resort to a numerical enumeration of all configurations to estimate the residual entropy. How-
ever, it is often possible to get a good estimate with the help of a simple argument developed
by Pauling in the context of ice [6]. Let us consider the case of Dy2Ti2O7 and Ho2Ti2O7 [7].
In these systems, known as spin-ice systems, classical spins sit on a pyrochlore lattice (see left
panel of Fig. 2). They have to point along the direction joining the site on which they sit to
the centers of the neighboring tetrahedra, and the interaction is ferromagnetic. Then, on a tetra-
hedron, the energy is minimized for configurations with two spins in and two spins out (see
middle panel of Fig. 2). This model can be mapped onto the problem of water ice, in which
oxygen atoms sit at the center of the tetrahedra of a pyrochlore lattice, and the hydrogen atoms
sit in principle on the pyrochlore lattice, but on each tetrahedron two of them get closer to the
oxygen to form a water molecule H2O (see right panel of Fig. 2). Remarkably, it can also be
mapped onto the antiferromagnetic Ising model on the pyrochlore lattice, with two spins up and
two spins down on each tetrahedron.
To estimate the entropy, Pauling noted that, on a given tetrahedron, there are in total 24 = 16

configurations, but only 6 of them satisfy the constraint. So, to estimate the number of configu-
rations for a system of N sites, he suggested to multiply the total number of configurations 2N

by 6/16 per tetrahedron. Since the number of tetrahedra is N/2, this gives:

Z ≈ 2N
(

6

16

)N
2

=

(
3

2

)N/2
leading to

S

N
=

1

2
ln

(
3

2

)
= 0.2027

This estimate compares remarkably well with the ’exact’ numerical result S/N = 0.20501...

[8]. Even more remarkably, this value has been measured experimentally in Dy2Ti2O7 [9].
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Indeed, the entropy per site at high temperature is equal to ln 2, and if the ground state is
degenerate, the residual entropy can be determined as:

S/N = ln 2−
∫ +∞

0+

C(T )dT

T
(3)

where C(T ) is the specific heat.

2.2 Heisenberg

For the Heisenberg model, frustration is often used, by analogy with the Ising case, as a syn-
onym of competing interactions, but the effects to be discussed below occur when the competi-
tion is so severe that for classical spins the ground state is infinitely degenerate. That this is not
always the case is clear from the following theorem [10]:
Theorem: On a Bravais lattice, i.e., a lattice with one site per unit cell, the classical energy is
minimized by a helical structure ~S~Ri = (cos(~k · ~Ri), sin(~k · ~Ri), 0), where ~k is a minimum of
the Fourier transform of the coupling constant J(~k) =

∑
~Rj
J~Ri ~Rj exp[i~k · (~Rj − ~Ri)].

Proof: This theorem is easily proven by first replacing the local constraint ||~Si||2 = 1 by a
global one

∑
i ||~Si||2 = N , and by looking for a specific solution of the global constraint that

satisfies the local constraint.
In fact, even on non-Bravais lattices, it is often possible to minimize the energy with some kind
of helical state. However, the fact that the energy can be minimized by a regular structure does
not imply that this is the only one. Let us demonstrate this in a few representative cases.

2.2.1 J1-J2 model on the square lattice

For the Heisenberg model on the square lattice with nearest-neighbor coupling J1 and next-
nearest-neighbor coupling J2 (see left panel of Fig. 3), the Fourier transform of the coupling
constant is given by:

J(~k) = 2J1(cos kx + cos ky) + 4J2 cos kx cos ky (4)

As long as J1 > 2J2 > 0, the minimum is reached for ~k = (π, π), and the ground state has Néel
order. However, when J2 > J1/2 > 0, J(~k) is minimized by two wave-vectors: ~k = (0, π)

and ~k = (π, 0). So the minimum energy is reached for two helical states. Quite remarkably, the
energy per site is given by E/N = −2J2 and does not depend on J1. This is a consequence of
the fact that in these states the two sublattices are Néel ordered, so that J1 couples any spin to
two pairs of spins pointing in opposite directions and drops from the energy. But this remains
true regardless of the relative angle θ between the spins of each sublattice, so that the ground-
state manifold consists of all states with Néel-ordered sublattices (see left panel of Fig. 3). The
ground state is thus infinitely degenerate, and the degeneracy is controlled by a continuous
parameter, the angle θ between the sublattices.
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Fig. 3: Left panel: sketch of the ground state of the J1-J2 model on the square lattice for
J2 > J1/2. Each sublattice has Néel order. The ground-state energy is independent of the
angle θ between the spins on the two sublattices. Right panel: ~q = ~0 ground state of the
classical Heisenberg model on the kagome lattice. New, non-coplanar ground states can be
generated by rotating the spins along any line (e.g. the red and blue spins of a horizontal line)
around the common direction of the spins to which they are coupled (e.g. the vertical direction
of the green spins)

.

2.2.2 Kagome lattice

For three spins, the classical Heisenberg model is proportional to

~S1 · ~S2 + ~S2 · ~S3 + ~S3 · ~S1 =
1

2
(~S1 + ~S2 + ~S3)

2 − 3

2

This expression is minimized as soon as ~S1 + ~S2 + ~S3 = ~0. So, for antiferromagnets built out
of triangles, a sufficient condition to minimize the energy is to find a configuration for which
this constraint is satisfied on all triangles. For the triangular lattice, this condition leads, up
to a global rotation of the spins, to a unique three-sublattice helical state. However, for the
kagome lattice, which consists of corner-sharing triangles, this can be satisfied in an infinite
number of ways. For coplanar configurations, once the direction of one spin has been chosen,
the problem is equivalent to the antiferromagnetic 3-state Potts model, which is known to have
an infinitely degenerate ground state with an extensive residual entropy [11]. This leads to an
infinite, discrete degeneracy. But the situation is far richer. Consider for instance the ground
state in which all up triangles have the same pattern (see right panel of Fig. 3). Non-coplanar
ground states can be constructed by rotating the spins along any line around the common direc-
tion of the spins adjacent to it. This can be done independently on all lines parallel to a given
direction. More generally, starting from any ground state, the spins inside a cluster surrounded
by identical spins can be freely rotated. So the degeneracy is controlled by an infinite number
of continuous variables.

2.2.3 Pyrochlore

The situation is similar for the three-dimensional pyrochlore lattice. All the states that satisfy
the constraint ~S1 + ~S2 + ~S3 + ~S4 = ~0 on each tetrahedron are ground states. This constraint can
be satisfied in many ways, and new ground states can often be generated by rotations of subsets
of spins.
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3 Classical ground-state correlations

When the classical ground state of a model is infinitely degenerate, zero-temperature correla-
tions are naturally defined as the average over all ground states. Naively, one could imagine that
averaging over an infinite number of different states will generally lead to effective disorder,
but quite remarkably this is not the case, and most systems that have an infinite but discrete
ground-state degeneracy turn out to exhibit algebraic correlations, sometimes of dipolar type,
although some are completely disordered (e.g. the antiferromagnetic model on the kagome lat-
tice [12]), and some long-range ordered (e.g. the 3-state Potts model on the dice lattice [13] or
the bilinear-biquadratic Heisenberg model on the triangular lattice [14]).

3.1 Algebraic correlations

A well known example of algebraic correlations is provided by the AF Ising model on the
triangular lattice. The original proof by Stephenson [15] that the correlations decay as 1/r1/2 is
too involved to be reproduced here, but this result can be made plausible thanks to the mapping
onto the dimer problem on the honeycomb lattice. Indeed, the Pfaffian that enters the calculation
of the number of dimer coverings can be reformulated in terms of an integral over Grassmann
variables, and the Green function between Grassmann variables at sites i and j is the matrix
element (a−1)ij , where a is the Kasteleyn matrix . Now, in Fourier space, the spectrum of the
Kasteleyn matrix has a Dirac point at zero eigenvalue for the honeycomb lattice. This implies
that the Green function decays algebraically at long distance. Using the Wick theorem, this in
turn implies that more complicated correlations such as dimer-dimer correlations in the dimer
covering problem or spin-spin correlations in the Ising model should also decay algebraically.
Intuitively, the presence of algebraic correlations suggests that the system is almost ordered and
that configurations that are not too far from a specific one dominate the sum. A plausible con-
dition for this specific configuration is to be maximally flippable, i.e., connected by individual
spin flips to a maximal number of allowed configurations. To implement this idea, it has been
suggested to map these models onto height models [16, 17], the maximally flippable state cor-
responding to a flat surface. Such models represent the fluctuations of the surface of a solid by
assigning to each point a height. They describe the roughening transition of a solid between
a flat surface, where the height difference is bounded from above, and a rough surface, where
height differences diverge [18].
For the triangular Ising antiferromagnet, the mapping onto height variables proceeds in two
steps. First of all, microscopic height variables z(~r ) are defined on the vertices of the original
triangle lattice (see left panel of Fig. 4). To each ground state of the Ising model, one first
associates a dimer covering of the dual honeycomb lattice. Then, after choosing the height of
one site, one associates to each dimer covering a height configuration following the prescription
that, when going clockwise around an up triangle, the height difference between neighboring
sites is equal to 2 if one crosses a dimer and −1 if one does not cross a dimer. With this pre-
scription, the height differences around all triangles (up and down) is zero, and the assignment
is consistent.
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Fig. 4: Left panel: height mapping of the Ising model on the triangular lattice. The configura-
tion represented here is the flat one. It corresponds to the maximally flippable configuration in
terms of Ising spins (not shown). Right panel: sketch of the mapping of the Ising model onto the
checkerboard lattice on a height model. The dotted red line is the unit cell.

Next, one defines a smooth height field on the dual lattice h(~x ) by coarse-graining the field
z(~r ), i.e., by averaging it on each triangular plaquette:

h(~x ) = [z(~r1) + z(~r2) + z(~r3)]/3

where ~r1, ~r2, and ~r3 are the sites of a triangle, and ~x = (~r1 + ~r2 + ~r3)/3 is a site of the dual
lattice.
The idea is now to describe the ground-state manifold as fluctuations around the flat surface,
where the height variable is almost the same everywhere. With the prescription above, this
corresponds to the configuration shown in the left panel of Fig. 4, in which h(~x) = 0 on all
triangles. So it is natural to assume that this height configuration has a maximal weight, and that
other height configurations will be penalized. The simplest assumption is a Gaussian weight.
Going to a continuous height variable, one assumes a free energy of the form:

F ({h(~x )}) =

∫
d~x

K

2

∣∣∣~∇h(~x)
∣∣∣ =

∑
~q

K

2
q2 |h(~q)|2

For a mode h(~q), the mean value of h(~q)2 is given by:〈
|h(~q )|2

〉
=

∫
dhh2 exp

(
−K

2
q2h2

)∫
dh exp

(
−K

2
q2h2

) =
1

Kq2
,

which implies that

C(~r ) ≡ 1

2
〈|h(~r )− h(~0)|2〉 =

∫
dq
(
1− ei~q·~r

) 1

Kq2
∝ 1

2πK
ln
πr

α
, r → +∞

To extract the correlations of the Ising model , one must relate the spin variables σ~ri to the height
variables. This relation is not simple, but it is enough to realize that the spin variables have to
be periodic functions of the height variables of period six. Indeed, turning the spins around a
triangle twice leads to the same configuration, while the height has changed by 6. So any local
operator of the spin O(~r ) can be expanded as

O(~r ) =
∑
G6=0

OGe
iGh(~r)



7.10 Frédéric Mila

with G = 2πn/6, n integer. Using the identity

〈e−iG[h(~r )−h(~0)]〉 = e−
1
2
G2〈|h(~r )−h(~0)|2〉

it is clear that the long-range correlations are dominated by the smallest value of G. So one can
assume σ(~r ) ∝ ei

2π
6
h(~r) to calculate the long-range correlations, which leads to:

〈σ(~r )σ(~0)〉 ∝
(πr
a

)−( 2π
6 )

2 1
2πK

=
(πr
a

)− 2π
36K

Comparing this result with the exact result that the correlations decay as 1/r1/2, one gets
K = π/9. This shows that the system is in the rough phase where 〈|h(~r ) − h(~0)|2〉 diverges
logarithmically since this phase is stable as long as K < π/2.

3.2 Dipolar correlations

The checkerboard lattice (see right panel of Fig. 4) is another example of a frustrated lattice on
which the Ising model is infinitely degenerate, the rule in the ground state being that

∑
� Si = 0

for all plaquettes with diagonal bonds. This is not a planar graph (bonds are crossing), and a
mapping onto a dimer model is not possible. So the form of the long-range correlations cannot
be guessed from the spectrum of a Kasteleyn matrix. The height mapping is in that case very
useful, and it brings an unexpected new feature of the correlations [17].
The mapping works as follows (see Fig. 4, right panel): The height variables are numbers
defined in the squares without diagonal bonds and related to the spins by{

S1(~r ) = (−1)x+y∆xh

S2(~r ) = (−1)x+y∆yh

where S1(~r ) and S2(~r ) refer to the two spins in the unit cell.
In that case, the spin is related to the height field by:

Si(~r ) = (−1)x+y∂xih+ eiπh + . . .

The dominant contribution to the correlations comes from the first term:〈
Si(~r )Sj(~0)

〉
= (−1)x+y∂xi∂xjC(~r) ∝ (−1)x+y

2πK
∂xi∂xj ln

(πr
α

)
,

which finally leads to 〈
Si(~r )Sj(~0)

〉
=

(−1)x+y

2πK

r2δij − 2xixj
r4

(5)

These correlations have a dipolar form.1

1The mapping onto a height model leads in general to algebraic and often dipolar correlations. What makes
the height mapping possible? The mapping is possible if a height configuration leads to a single spin configuration
and a spin configuration to a single height configuration up to a global shift. Since the height is single valued,
one has to go back to the same height around basic loops. For this to occur, elementary loops for the height
should be constrained by a local condition in the ground state manifold. This is the case for the triangular lattice
(
∑

i σi = ±1, never 3 or −3), and for the checkerboard lattice (
∑

� Si = 0).
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The situation is very similar for the pyrochlore lattice with antiferromagnetic couplings [19],
but the effective model is a lattice gauge theory. In the ground state, the rule for each tetrahedron
is that ∑

�

Si = 0

Consider the dual lattice of the pyrochlore lattice. This is the diamond lattice, a bipartite lattice.
Divide it into two sublattices A and B and on each bond κ define a unit vector êκ from A to B.
Next, define a field on the site of the original lattice, hence on the bond of the diamond lattice,
by

~Bκ = Sκêκ

The lattice version of the integral of the divergence around a site ~x of the diamond lattice is
given by ∑

κ(~x)

~Bκ · êκ =
∑
κ(~x)

Sκ = 0

because of the local rule in the ground-state manifold of the AF Ising model on the pyrochlore
lattice.
So, one can look in the continuum for a field with zero divergence. Upon coarse graining, the
configurations with small coarse-grained field ~B are favored. Indeed, to go from one ground
state to the other, one must flip the spins along a loop of alternating spins to fulfill the constraint∑

� Si = 0. Along such loops, the sum of the field ~Bκ = ~0. This implies that configurations
with a very small ~B will have small loops of ~Bκ and will be very flippable.
So, one can postulate a weight

S( ~B(~x )) = exp

[
−K

2

∫
d3 ~r ~B(~r )2

]
(6)

Since div ~B = 0, one can choose a vector potential ~A such that ~B = ~∇ × ~A. With the gauge
div ~A = 0, its correlations are given by:〈

|A(~q )|2
〉

=
1

Kq2

or in real space by 〈
Ai(~r )Aj(~0)

〉
=

δij
4πKr

This leads to the correlations of the ~B field〈
Bi(~r )Bj(~0)

〉
=

1

4πK

3xixj − δijr2

r5

and finally to the spin-spin correlations〈
Sα(~r )Sβ(~0)

〉
=

1

4πK

3(êα · ~r )(êβ · ~r )− (êα · êβ)r2

r5
(7)

where α and β keep track of the position of the spin in the unit cell.
The dipolar form of the correlations leads to a very specific signature, namely the presence of
pinch points in diffuse scattering [20, 21].
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4 Order by disorder

If the ground state of a classical Heisenberg model has no long-range magnetic order because of
geometrical frustration, it does not necessarily imply that this remains true at T > 0 or for the
quantum version of the model [22–24]. Indeed, the spectrum of fluctuations usually depends
on the ground state, and this can lead to a selection mechanism known as order by disorder that
can lead to long-range magnetic order.

4.1 Quantum fluctuations

Let us start by discussing the effect of quantum fluctuations. When spins are quantum operators,
the fluctuations around a given ground state can be described at the harmonic level with the help
of the Holstein-Primakoff transformation:

Szii = S − a†iai
S+
i =

√
2S − a†iai ai

S−i = a†i

√
2S − a†iai

(8)

where the quantization axis zi is in the direction of the spin at site i in the ground state under
consideration. Keeping only terms of order S2 and S leads to a quadratic Hamiltonian. If the
environment of all sites is the same up to a rotation (a condition that is often met even if the
ground state is not periodic, as for instance in helical states on a Bravais lattice), the Hamiltonian
takes the general form in Fourier space:

H = Eclassical +
∑
~k

[
B~k a

†
~k
a~k +

1

2
A~k

(
a†~ka

†
−~k

+ a~ka−~k

)]

where Eclassical is proportional to S2, and A~k and B~k are coefficients proportional to S that
depend on the exchange integrals and on the ground state. This Hamiltonian can be put in
diagonal form

H = E0 +
∑
~k

ω~k

(
α†~kα~k +

1

2

)
where the operators α†~k and α~k are related to the Holstein-Primakoff operators by a Bogoliubov
transformation:

α~k = u~ka~k + v~ka
†
−~k

with

ω~k =
√
B2
~k
− A2

~k
, u~k =

√
B~k + ω~k

2ω~k
, v~k = sign(A~k)

√
B~k − ω~k

2ω~k

In Eq. (4.1), the energyE0 is the sum of the classical energy, which is independent of the ground
state, and of a quantum correction also independent of the ground state. For antiferromagnetic
bonds, its expression is the same as that of the classical energy up to the replacement S2 →
S(S + 1).
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Then, the energy of the quantum state obtained by ’dressing’ a classical state with quantum
fluctuations includes a zero-point contribution and is given by

E(θ) = E0 +
1

2

∑
~k

ω~k(θ) (9)

In that expression, θ stands for a parameter (or a set of parameters) that runs over the degener-
ate ground-state manifold, and we have made it explicit that the right-hand side depends on θ
through ω~k, which is the case because the coefficients A~k and B~k depend on the ground state.
If the minimization of this energy with respect to θ selects a value of θ for which the classical
ground state has long-range order, then, at this level of approximation, the quantum system
possesses this type of order.

As an example, let us consider again the J1-J2 model on the square lattice for J2/J1 > 1/2.
The ground state is infinitely degenerate, the energy being independent of the angle θ between
the two Néel sublattices (see left panel of Fig. 3). Although there are four sites per unit cell,
thus in principle 4 branches of excitations, the Hamiltonian describing harmonic fluctuations
has the periodicity of the square lattice, and the spectrum is simply given by ω~k =

√
B2
~k
− A2

~k

with

A~k/S = −2J1

(
cos2

θ

2
cos kx + sin2 θ

2
cos ky

)
− 4J2 cos kx cos ky

and

B~k/S = 2J1

(
sin2 θ

2
cos kx + cos2

θ

2
cos ky

)
+ 4J2

The zero-point energy is minimal for θ = 0 and θ = π, which corresponds to the two helical
ground states of wave vector (0, π) and (π, 0). Remarkably, these are the collinear states of the
ground-state manifold. This is a general trend. Whenever possible, coplanar states are favored
over non-coplanar ones and collinear states over non-collinear ones because their spectrum is
softer, and their zero-point energy lower [24].

The presence of two ground states and not simply one has an interesting consequence: these
states can be distinguished by an Ising order parameter defined on the dual lattice,

σx = (~Si − ~Sk) · (~Sj − ~Sl)/
∣∣∣(~Si − ~Sk) · (~Sj − ~Sl)

∣∣∣ (10)

where (i, j, k, l) are the corners with diagonal (i, k) and (j, l) of the plaquette centered at the
site x of the dual lattice. As a consequence, there is an Ising transition at finite temperature, a
remarkable effect for a system with continuous symmetry [25, 26].

This harmonic selection process does not always lead to long-range order, however. For in-
stance, for the kagome lattice, the coplanar ground states are favored, in agreement with the
general trend, but the zero-point energy is exactly the same for all coplanar ground states [27].
One would have to push the expansion to higher order in 1/S to select among these states.
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4.2 Thermal fluctuations

For a purely classical model, thermal fluctuations have a similar effect. Deviations from a
classical ground state can be parametrized by two local coordinates according to

~Si =

(
xi, yi,

√
1− x2i − y2i

)
(11)

in the local reference frame of the ground state (xi = yi = 0 in the ground state). Expanding
the energy to second order in xi and yi leads to a quadratic form for the energy. This allows
the calculation of the partition function as a Gaussian integral. Although the coefficients of the
quadratic form are not equal to the coefficients A~k and B~k of the quantum case, they are related
to them, and the low temperature free energy can be expressed in terms of the frequencies of
the quantum case as (kB = 1):

F = F0 −
1

2
NhT lnT + T

∑
~k

lnω~k (12)

where F0 is independent of the ground state, and Nh is the number of harmonic modes, i.e.,
of non-zero frequencies. In general, the state that minimizes

∑
~k lnω~k is selected [24]. This is

often the same state as the one selected by quantum fluctuations, but this does not need to be
the case since quantum fluctuations minimize another function of the frequencies, namely their
sum

∑
~k ω~k. Besides, zero frequencies play a different role. For the quantum case, they just

give a vanishing contribution to the zero point energy, but for the classical case, they lead to an
integral that is not Gaussian. If the next term in the expansion of the non-quadratic modes is
quartic, which is generally the case, the low-temperature free energy takes the form

F = F0 −
1

2
NhT lnT − 1

4
NqT lnT + . . . (13)

where Nq is the number of quartic modes. The factor 1
2

is replaced by 1
4

if the mode is quartic.
As a consequence, the state with the maximal number of zero modes will always be favored by
thermal fluctuations [27], whereas this is not necessarily the case for quantum fluctuations.

5 Alternatives to magnetic long-range order in
Heisenberg models

The presence of classical degeneracy in the ground state of a frustrated Heisenberg model typ-
ically leads to the presence of additional zero-frequency spin-wave modes on top of those that
can be expected on general grounds (at ~q = ~0 and at ~q = ± ~Q in a helical state with pitch vector
~Q). This degeneracy often leads to lines of zero modes (e.g. J1-J2 model at J2 = J1/2) or even
to a plane of zero modes (e.g. kagome) in the Brillouin zone, which, to harmonic order, implies
a divergence of the correction to the local magnetization

δm ≡ S − 〈Szi 〉 =
1

N

∑
~k

〈a†~ka~k〉 (14)
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since, in the ground state (the vacuum of the Bogoliubov α particles), 〈a†~ka~k〉 = v2~k ∝ 1/ω~k. The
spin-1/2 J1-J2 model is believed to be disordered around J2 = J1/2 for that reason [28]. If the
system is to maintain long-range order, higher-order corrections will have to open a gap at these
accidental zero modes to restore a finite value of the corrections. Self-consistent calculations
have been done that confirm this scenario, but for the calculation to be fully consistent, the
corrections must still be smaller than the spin S, which is often not the case, at least for small
enough spin. This implies that one has to look for alternatives to magnetic long-range order.
One possibility is to break the SU(2) symmetry with an order parameter that is not the local
spin, in which case one speaks of a spin nematic (see below). When the SU(2) symmetry is not
broken, the resulting ground state is generally called a spin liquid [29]. The rest of this chapter
reviews some of these possibilities.

5.1 Spin gap

A simple alternative to magnetic long-range order consists in opening a spin gap by adopting
a ground-state configuration in which spins are paired up to make local singlets rather than
developing long-range order. In that respect, there is an important difference between systems
with half-integer or integer spin per unit cell:

• If the total spin per unit cell is integral, then singlet pairing can be achieved without any
spatial symmetry breaking, and the ground state is non-degenerate. This is in particular
the case of integer spin chains [30] and of spin ladders [31]. In spin ladders, there are two
sites per unit cell, and the ground state is adiabatically connected to that of the strong rung
limit, which simply consists of a product of singlets on the rungs. In integer spin chains,
the simple picture relies on representing the local spin as a set of 2S spins 1/2, the ground
state being adiabatically connected to the product of bond singlets constructed out of S
spins 1/2 at each end of the bond [32]. In 2D, long-range antiferromagnetic order is gen-
erally realized in the absence of frustration (square lattice, honeycomb lattice) unless the
system consists of weakly coupled dimers. With frustration however, the dimers do not
need to be weakly coupled for this to be realized, as in the case of the Shastry-Sutherland
model [33] (see below).

• If the total spin per unit cell is half-integral, singlet pairing can only be achieved through
a spontaneous symmetry breaking that enlarges the unit cell to accommodate an integer
total spin. The first and most famous example is the spin-1/2 J1-J2 Heisenberg chain [34],
which has in fact inspired the construction of the Shastry-Sutherland model.

The Majumdar-Ghosh model

The Hamiltonian of the spin-1/2 J1-J2 Heisenberg chain is given by:

HJ1-J2 =
∑
i

(J1 ~Si · ~Si+1 + J2 ~Si · ~Si+2) (15)
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Fig. 5: Left panel: from top to bottom, sketch of the J1-J2 chain, of its decomposition in terms
of diamonds, and of its decomposition in terms of triangles. Thick solid lines stand for bonds
of strength J1 = 2J2, thin solid lines for bonds of strength J2. Right panel: Shastry-Sutherland
lattice.

At the Majumdar-Ghosh point J2 = J1/2, the Hamiltonian can be rewritten (see middle left
panel of Fig. 5)

HJ1-J2 =
∑
i odd

(
J1 ~Si · ~Si+1 +

J1
2

(~Si + ~Si+1) · ~Si−1 +
J1
2

(~Si + ~Si+1) · ~Si+2

)
With this rewriting, it is clear that the wave function

|ψodd〉 =
∏
i odd

|S(i, i+ 1)〉, |S(i, i+ 1)〉 = singlet

is an eigenstate of HJ1-J2 of energy Eodd = −(N/2)(3/4) J1, where N is the number of sites,
since

(Sαi + Sαi+1)|S(i, i+ 1)〉 = 0, α = x, y, z.

Now, the Hamiltonian can also be rewritten (see bottom left panel of Fig. 5)

HJ1-J2 =
∑
i

J1
2

(~Si · ~Si+1 + ~Si · ~Si+2 + ~Si+1 · ~Si+2) =
∑
i

H4(i).

Since the ground-state energy of a triangle of coupling J1/2 is given by

E0(H4(i)) = −3

4

J1
2

the ground state energy ofHJ1-J2 satisfies the inequality

E0(HJ1-J2) ≥
∑
i

E0(H4(i)) = −3

4

J1
2
N = Eodd

which, by the variational principle, proves that |ψodd〉 is a ground state. The same reasoning can
be done for

|ψeven〉 =
∏
i even

|S(i, i+ 1)〉

so that the ground state is two-fold degenerate.
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More recently, this calculation has been generalized to arbitrary spin [35]. The trick is to con-
sider the following generalization of the Hamiltonian

HJ1-J3 = J1
∑
i

~Si · ~Si+1 + J3
∑
i

[
(~Si−1 · ~Si)(~Si · ~Si+1) + h.c.

]
(16)

This Hamiltonian reduces to the J1-J2 model with J2 = J3/2 for spin 1/2 but not for larger
spin. It has been shown that the fully dimerized states are degenerate ground states for J3/J1 =

1/(4S(S + 1)− 2).

The Shastry-Sutherland model

In an attempt to find higher-dimensional analogs of the Majumdar-Ghosh chain, Shastry and
Sutherland came across a very interesting 2D model known as the Shastry-Sutherland model
[33] and depicted in the right panel of Fig. 5. This model can be seen as an orthogonal dimer
model or as a square lattice with some diagonal couplings. Its Hamiltonian can be written as

HShastry-Sutherland =
∑
〈〈i,j〉〉

J ~Si · ~Sj +
∑
〈i,j〉

J ′ ~Si · ~Sj (17)

where 〈〈i, j〉〉 stands for the diagonal bonds, and 〈i, j〉 for the bonds of the square lattice. The
same type of argument as the first step of the proof of the Majumdar-Ghosh model shows that
the product of singlets on J bonds is always an eigenstate, and variational arguments show that
this will be the case as long as J ′/J is not too large, less than 0.675 for spin-1/2 according to the
most recent numerical estimate [36]. Remarkably enough, this model provides a very accurate
description of the layered Cu oxide SrCu2(BO3)2, a system in which the frustration not only
opens a gap, but is also at the origin of a sequence of magnetization plateaus at 1/8, 2/15, 1/6,
1/4, 1/3, and 1/2 [37, 38].

5.2 Resonating Valence Bond spin liquids

For a spin-1/2 antiferromagnet with an odd number of spins per unit cell, as for instance the
square and triangular lattices (1 spin per unit cell) and the kagome lattice (3 spins per unit cell),
a product of singlet dimers has to break the spatial symmetry. In 1973, Anderson suggested
that the spatial symmetry might be restored if the ground state is a superposition of all possible
singlet dimer coverings that he called a Resonating Valence Bond (RVB) state (see Fig. 6), and
he suggested that this might take place for the triangular lattice [39, 40]. It is now widely be-
lieved that the spin-1/2 Heisenberg model on the triangular lattice has 3-sublattice long-range
order [41], but the RVB state remains a strong candidate for the spin-1/2 kagome antiferromag-
net.
Proving directly that a RVB state is realized for a given spin-1/2 model is very challenging be-
cause it requires performing numerical simulations on very large clusters, and quantum Monte
Carlo simulations cannot be performed for frustrated magnets because of the minus sign prob-
lem. However, the possibility of realizing an RVB state has been demonstrated in effective
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++ ...+

Fig. 6: Sketch of the Resonating Valence Bond state on the triangular lattice. Red ellipses stand
for singlet dimers for the Heisenberg model and simply for dimers for the ground state of the
Quantum Dimer Model on the triangular lattice at the Rokhsar-Kivelson point.

models of the singlet sector known as Quantum Dimer Models (QDM). Let us thus start with a
brief review of their properties.
The Hilbert space of a QDM is defined by all nearest-neighbor dimer coverings of a lattice,
which are assumed to be orthogonal (note that this would not be the case for spin-1/2 singlets).
The Hamiltonian typically contains kinetic terms that flip dimers around plaquettes and poten-
tial terms proportional to the number of flippable plaquettes. The simplest model on a square
lattice can be written as:

HQDM =
∑

Plaquettes

[−J (| 〉 〈 |+ h.c.) + v (| 〉 〈 |+ | 〉 〈 | )] (18)

Rokhsar and Kivelson [42] asked the question whether, for some values of v/J , such a model
can sustain a resonating valence bond (RVB) phase. As a first step toward an answer to this
question, they proved the following theorem:
Theorem: For v = J (RK-point), the sum of all configurations with equal weight is a ground
state.
Proof: Consider |ψ〉RK =

∑
c |c〉, where |c〉 is a dimer configuration. Let us write HQDM =∑

iH
i
QDM, where the sum over i runs over plaquettes, and consider a plaquette i. Then one can

distinguish two types of configurations:

• c does not contain parallel dimers on plaquette i (plaquette i is not flippable in c). Then
H i

QDM |c〉 = 0.

• c does contain parallel dimers. Then there is a companion configuration c′ obtained from
c by changing the orientation of dimers on plaquette i such that

H i
QDM |c〉 = −J |c′〉+ v |c〉

H i
QDM |c′〉 = −J |c〉 + v |c′〉

⇒ H i
QDM (|c〉+ |c′〉) = (v − J) (|c′〉+ |c〉)

Then, if v = J , H i
QDM (|c〉+ |c′〉) = 0. This implies that

H i
QDM

∑
c

|c〉 = 0, ∀i
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and finally that

HQDM |ψ〉RK = 0.

So |ψ〉RK is an eigenstate with eigenvalue 0.

Let us now prove that this is the ground state energy. For that purpose, let us enlarge the
Hilbert space to allow for empty sites (sites without dimers). Let us define the operator a as
the operator that destroys on a given plaquette provided there are such dimers on a given
configuration, and that gives 0 otherwise, and let us denote the adjoint operator by a† . Then
the Hamiltonian

H = −J
∑

Plaquettes

(
a† a + a† a

)
+ v

∑
Plaquettes

(
a† a + a† a

)
is equal to HQDM when restricted to the subspace where all sites belong to a dimer. So, the
ground state energy of HQDM must be larger or equal to the ground state of H . Now, for v = J ,
one can write

H = v
∑

Plaquettes

(
a† − a†

)(
a − a

)
=
∑
i

A†iAi

with Ai = a − a , and the sum over i runs over all the plaquettes. Then,

〈ψ|H|ψ〉 = v
∑
i

〈
ψ
∣∣∣A†iAi∣∣∣ψ〉 = v

∑
i

‖|Aiψ〉‖2 ≥ 0

This implies that the ground state energy of H is non-negative, hence that the ground state
energy of HQDM is non-negative. Since the sum of all dimer configurations is a zero energy
eigenstate, it is thus a ground state of HQDM.
Does this imply that the QDM on the square lattice at the RK point is an RVB liquid? Not quite,
for several reasons. First of all, there are other ground states. Indeed all configurations with no
flippable plaquette are zero energy eigenstates, and there are many of them. This is not a final
blow, however, because their energy depends on the value of v/J in different ways. For v > J ,
these non-flippable configurations remain zero energy eigenstates and can be expected to be the
only ground states, whereas for v < J , the state emanating from |ψ〉RK can be expected to be
lower in energy than the non-flippable states.
More importantly, this RVB state can only be expected to extend into an RVB phase for v < J

if the spectrum is gapped at the RK-point, i.e., if correlations decay exponentially. Now, the
dimer-dimer correlations at the RK ground state are exactly the same as the classical dimer-
dimer correlations averaged over all dimer coverings considered in Section 3. The decay is itself
related to the property of the Kasteleyn matrix: If all eigenvalues stay at a finite distance from
0, dimer-dimer correlations decay exponentially. Otherwise, they decay algebraically [43, 44].
For the square lattice, it is easy to show that, as for the honeycomb lattice, the spectrum of
the Kasteleyn matrix has no gap. As a consequence, the correlations decay algebraically, the
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Fig. 7: Sketch of the phase diagram of the Rokhsar-Kivelson model on the triangular lattice
(top) and on the square lattice (bottom). The staggered phases are degenerate, the configura-
tions shown being the most symmetric ones.

spectrum of HQDM has no gap, and there is no RVB phase, a result confirmed by numerical
simulations. By contrast, for the triangular lattice, the Kasteleyn matrix is gapped, and the
correlations decay exponentially. The spectrum is thus gapped, and one can expect to stabilize
an RVB phase for v < J , in agreement with numerical results [45, 46] (see Fig. 7).
This state, although it is gapped, differs from a simple gapped state described, e.g., by a product
of singlet dimers by non-trivial topological properties:

• The ground state has a degeneracy that depends on the topology of the lattice (non degen-
erate on a finite lattice with open boundary conditions, two-fold degenerate on a cylinder,
four-fold degenerate on a torus,...).

• The elementary excitations are fractionalized. In a finite system, they can only be created
by pairs and consist in multiplying the configurations in the sum by (−1)nc , where nc is
the number of dimers cut along a line going from i to j, where i and j refer to the location
of the elementary excitations called ’visons’ [47].

Apart from spin models specifically constructed to have this property, the main candidate for an
RVB spin liquid in quantum antiferromagnets is the spin-1/2 Heisenberg model on the kagome
lattice, with strong numerical evidence from density-matrix renormalization group calculations
of a gap in both the singlet and triplet sectors [48]. The possibility of describing the singlet
sector of this RVB liquid with the help of a Quantum Dimer Model is still debated. According
to the first attempt at deriving an effective QDM, the system should be in a crystalline phase
that breaks translational symmetry [49]. However, the derivation of an effective QDM has been
recently revisited, with the opposite conclusion that this effective model does indeed have an
RVB ground state [50].
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5.3 Algebraic spin liquids

For half-integer spin, spin chains are not gapped, and spin-spin correlations decay to zero alge-
braically, in contrast to integer spin chains, in which they decay exponentially. It is thus natural
to consider the possibility of algebraic decay as well in 2D frustrated magnets. To implement
this goal, the most convenient way is to use a fermionic representation of spin-1/2 operators
sometimes known as Abrikosov fermions:

S+
i = c†i↑ci↓
S−i = c†i↓ci↑
Szi = 1

2
(ni↑ − ni↓)

(19)

with the constraint ni↑ + ni↓ = 1. In this representation, the Heisenberg model takes the form:

H =
1

2

∑
i,j

Jij

[
1

2

(
c†i↑ci↓c

†
j↓cj↑ + h.c.

)
+

1

4

(
c†i↑ci↑ − c

†
i↓ci↓

)(
c†j↑cj↑ − c

†
j↓cj↓

)]
(20)

This Hamiltonian is not quadratic, and the only simple (but of course approximate) solution
relies on performing a mean-field decoupling of the four-fermion operators, and on treating the
constraint on average with a Lagrange parameter. To describe algebraic liquids, it is convenient
to introduce the bond operator

χij = c†i↑cj↑ + c†i↓cj↓ (21)

which satisfies the identity

~Si · ~Sj =
1

4
− 1

2
χ†ijχij (22)

and to decouple the Hamiltonian by introducing the order parameter χ0
ij = 〈χij〉.

Following Affleck and Marston in their seminal work [51], let us consider the square lattice. As
is often the case with mean-field theory, the self-consistent equations possess several solutions.
Let us concentrate on two of them:

• χ0
ij = χ0 on a set of bonds that constitute a dimer covering of the lattice, and χ0

ij = 0 on
the other bonds. This solution describes a spontaneously dimerized state.

• χ0
ij = χ0e

iθij , where the phases θij are chosen in such a way that they lead to a π-flux
per plaquette. A possible choice of gauge is given by θij = π/4 if the arrow goes from
i to j in Fig. 8 (left panel). This solution is called the π flux state. The dispersion of the
fermionic spectrum is given by:

E = ±Jχ0

√
cos2 kx + cos2 ky (23)

This spectrum is a Dirac spectrum, with 4 Dirac points. Since the system must be half-
filled to satisfy the constraint ni↑ + ni↓ = 1, the Fermi energy is given by EF = 0, and
the Fermi surface consists of 4 points: kx, ky = ±π/2.
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Fig. 8: Left panel: Affleck-Marston π-flux phase on the square lattice. The phase of the hopping
integral is equal to π/4 on each bond in the direction of the arrow. Right panel: flux pattern of
the algebraic spin liquid proposed as a ground state for the spin-1/2 Heisenberg model on the
kagome lattice.

In this mean-field ground state, the spin-spin correlations decay algebraically, which gives rise
to power laws at low temperature. It has been argued that, because of the Dirac nature of the
spectrum, this mean-field solution is locally stable [52], and that the state described by this
solution could be considered as a consistent theory of an algebraic spin liquid. Note that the
order parameter χij is invariant under the gauge transformation c†i↑ → eiθc†i↑, where θ can take
any value. There is thus a U(1) gauge symmetry in the problem, and this type of spin liq-
uid is sometimes referred to as a U(1) spin liquid. The order parameter breaks the original
SU(2) symmetry, however, and different order parameters can correspond to the same physi-
cal solutions. A proper classification of the solutions relies on the projective symmetry group
introduced by Wen [53].
To compare the various solutions, one can of course compare the mean-field energies. However,
these energies are not variational because the local constraint is only satisfied on average, and
the wave functions obtained within mean-field theory contain a lot of configurations with doubly
occupied sites. A numerically tractable way to go beyond the mean-field approximation consists
of projecting into the sector with no doubly occupied sites using the Gutzwiller projector

PG =
∏
i

(1− ni↑ni|↓) (24)

The energy of the state PG|ψMF〉, where ψMF〉 is a mean-field solution, can be evaluated with
a Monte Carlo simulation [54]. In fact, one can generalize the method and use as a variational
subspace a set of functions of the form PG|ψfermion〉, where |ψfermion〉 is the ground state of
quadratic fermionic Hamiltonians not necessarily related to a mean-field solution of the original
problem. This method goes by the name of variational Monte Carlo (VMC) [55].
For the square lattice, the best VMC state is a flux state with a uniform flux less than π per
plaquette. This is clearly not the true ground state, which has long-range Néel order. However,
the VMC approach, as a way to look for alternatives to long-range magnetic order, is very
versatile since it allows the comparison of several types of quantum liquids (including the RVB
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states discussed in the previous section and the chiral states discussed in the next one). It has
been implemented for the spin-1/2 kagome antiferromagnet, with the conclusion that the lowest-
energy state is the one depicted in the right panel of Fig. 8, with a flux π per hexagon and no
flux through the triangles [56]. The resulting state is an algebraic spin liquid, and it is one of
the main candidates for the ground state of the spin-1/2 kagome antiferromagnet.
Note that one can also introduce a pairing operator ηij = c†i↑c

†
j↓ − c

†
i↓c
†
j↑ to decouple the Hamil-

tonian. This leads to a mean-field theory of the RVB state discussed in the previous section.
This order parameter is only invariant upon the transformation c†i↑ → eiθc†i↑ with θ = π, i.e.,
c†i↑ → −c

†
i↑. There is thus only a Z2 gauge symmetry, and these states are sometimes referred

to as Z2 spin liquids.

5.4 Chiral spin liquids

All the states discussed so far as alternatives to magnetic long-range order leave the time-
reversal symmetry unbroken. It has been suggested however that another family of quantum
spin liquids related to Fractional Quantum Hall (FQH) states might be stabilized by frustra-
tion [57]. These states break time-reversal and parity symmetry, but not their product. A possi-
ble order parameter is the mixed product ~S1 · (~S2 × ~S3), also called the scalar chirality [58].
Although the symmetry-based definition is the most fundamental one, the discussion of the
properties of chiral spin liquids is most conveniently done using the language of Gutzwiller
projected wave-functions. In that language, a chiral state is obtained by applying a Gutzwiller
projection to a fermionic state that is the ground state of a Hamiltonian with a fractional flux
through some plaquettes, i.e., a flux that is neither equal to 0 nor to π, so that time reversal
symmetry is broken [59]. In the mean-field language, the order parameter is of the χij type,
but it has to break translational symmetry to accommodate a fractional flux per plaquette. The
resulting band structure is gapped, and the effective low-energy theory is a pure gauge theory.
As a consequence, the ground state is expected to have a topological degeneracy equal to twice
that of the corresponding FQH state, the extra factor of 2 coming from the broken time-reversal
symmetry. The elementary excitations are anyons, with fractional statistics.
The best evidences so far in favor of such ground states in frustrated magnets have been obtained
for extensions of the Heisenberg model on the kagome lattice, possibly a consequence of the fact
that, when further-neighbor couplings are introduced, the classical kagome antiferromagnet has
non-coplanar ground states [60]. In particular, when second- and third-neighbor interactions
are present and for specific values of the couplings the best VMC state is a flux state with a
complicated flux pattern. This chiral state has been confirmed by numerical results, which have
reported a set of four low-lying states, in agreement with the expected 4-fold degenerate ground
state in the thermodynamic limit [61].
Another model consists of a generalization of the Heisenberg model that explicitly breaks the
chiral symmetry by introducing a term of the form ~Si ·(~Sj×~Sk) on each plaquette. Since the chi-
ral symmetry is explicitly broken, one expects the ground state to be only two-fold degenerate,
in agreement with DMRG results [62].
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Note that the situation is quite different in 3D, where the gauge theory is equivalent to electro-
magnetism, and where one can expect to have a linearly dispersive mode, sometimes referred
to as a photon [63].

5.5 Nematic order

Another completely different way for a system to avoid magnetic ordering is to break the SU(2)

symmetry without developing long-range magnetic order. This requires that the operator that
develops long-range correlations is not simply the local spin operator but a more complicated
local operator, very similar to liquid crystals, which breaks spatial symmetries but does not
have standard crystalline order. By order of increasing complexity, the next possibility is an
operator constructed out of two spin operators [64]. Let us thus consider two spins ~Si and ~Sj .
By combining them, one can construct a priori nine operators:

Sαi S
β
j , α, β = x, y, z (25)

Out of these nine operators, one can construct a scalar, a vector, and a rank 2 tensor:

• ~Si · ~Sj: This is a scalar, and it cannot break the SU(2) symmetry.

• ~Si× ~Sj: This operator has three components and is a vector. If such an operator develops
long-range correlations, the system is said to be p-nematic.

• The last five independent operators constitute a rank-2 tensor. They can be conveniently
arranged in a five-component vector:

~Qij =


Sxi S

x
j − S

y
i S

y
j

1√
3

(
3Szi S

z
j − ~Si · ~Sj

)
Sxi S

y
j + Syi S

x
j

Syi S
z
j + Szi S

y
j

Szi S
x
j + Syi S

z
j

 (26)

If this operator develops long-range order, the system is said to be n-nematic

Now, let us briefly see which possibilities can be realized depending on the value of the spin,
and on whether the sites i and j are equal or different.

• Classical spin systems: A purely local order parameter of the p-nematic type cannot
be realized because ~Si × ~Si = ~0. However, a purely local n-nematic order parameter
~Qi ≡ ~Qii, whose components involve products of components of the spin at site i, can
be realized. If we relax the requirement of a purely local order parameter, then both the
vector chirality ~Si × ~Sj and the quadrupolar operator ~Qij can be realized.

• S=1/2 systems: For spins 1/2, there are no new purely local order parameters: ~Si × ~Si =

i~Si is proportional to the local spin, and ~Qi vanishes identically because (Sαi )2 = 1/4 and
Sαi S

β
i = −Sαi S

β
i for spin-1/2 operators. So the only possible nematic operators are bond

operators: the vector chirality ~Si × ~Sj and the bond quadrupolar operator ~Qij .
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• S=1 systems: The identity ~Si × ~Si = i~Si still holds, so there is no p-nematic local order
parameter, but, by contrast to the spin-1/2 case, the local quadrupolar operator ~Qi does
not vanish identically. For i 6= j, as for spin 1/2, both the bond vector chirality and the
bond quadrupolar operators can be realized.

• S>1 systems: There is no difference from the spin-1 case regarding operators that involve
two spins. There is a difference however when one considers more than 2 spins. For spin
S > 1, purely local operators involving 2S > 2 spins can be constructed, corresponding
to octupolar order, etc.

Two cases have been discussed at length in the recent literature: purely local quadrupolar order
in spin-1 antiferromagnets and bond n-nematic order in spin-1/2 antiferromagnets.

Local quadrupolar order parameter in spin-1 bilinear-biquadratic models

The possibility for a spin-1 system to develop purely quadrupolar order can be understood in
very simple terms. Indeed, let us consider the Sz basis {| − 1〉, |0〉, |1〉} of a spin 1. The states
|−1〉 and |1〉 are clearly magnetic and correspond to a spin pointing opposite to z or along z. By
contrast, the state |0〉 is not magnetic. Indeed, one can easily check that it satisfies 〈0|Sα|0〉 = 0

for α = x, y, z. However, it is not invariant by rotation. Indeed, 〈0|(Sx)2|0〉 = 〈0|(Sy)2|0〉 = 1,
while 〈0|(Sz)2|0〉 = 0. This state is a quantum state that describes fluctuations perpendicular to
z. Note that there is no sign attached to the direction perpendicular to which fluctuations take
place, and this direction is called the director of the quadrupolar state. This director can point
in any direction, and one can in fact define a purely quadrupolar, time-reversal invariant basis
with directors along x, y and z:

|x〉 = i
|1〉 − |1̄〉√

2
, |y〉 =

|1〉+ |1̄〉√
2

, |z〉 = −i |0〉 (27)

In this basis, a general state can be decomposed as

|~d 〉 = dx |x〉+ dy |y〉+ dz |z〉

where ~d is a complex vector of norm 1. To keep track of the nature of the state (magnetic,
quadrupolar, or mixed), it is convenient to parametrize ~d according to [65]:

~d = ~u+ i~v, ~u and ~v real, ‖~u‖2 + ‖~v‖2 = 1, ~u · ~v = 0

Then, 〈~d |~S|~d 〉 = 2~u × ~v. A state is purely magnetic if ‖~u‖2 = ‖~v‖2 = 1
2
, and it is purely

quadrupolar if ~u = ~0 or ~v = ~0, with director along the non-zero vector.
Let us now consider the bilinear-biquadratic spin-1 model on the triangular lattice defined by
the Hamiltonian

H =
∑
〈i,j〉

[
Jbil ~Si · ~Sj + Jbiq

(
~Si · ~Sj

)2]
(28)
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Fig. 9: Left panel: phase diagram of the bilinear-biquadratic spin-1 Heisenberg model on the
triangular lattice. The angle θ keeps track of the relative magnitude of the bilinear coupling
(Jbil ∝ cos θ) to the biquadratic one (Jbiq ∝ sin θ). The inner circle is the mean-field phase
diagram, the outer one the numerical one obtained with flavor-wave theory and exact diagonal-
ization. There are two quadrupolar phases: a ferroquadrupolar phase for negative biquadratic
coupling and a 3-sublattice antiferroquadrupolar one for positive biquadratic coupling. (After
Läuchli et al. [67]) Right panel: sketch of the phase diagram of the spin-1/2 Heisenberg model
on the square lattice with ferromagnetic nearest-neighbor coupling J1 < 0, antiferromagnetic
next-nearest neighbor coupling J2, and four-spin plaquette interaction K. There is a nematic
phase close to the ferromagnetic one. (After Shannon et al. [69])

The presence of quadrupolar order with a local order parameter is plausible if biquadratic in-
teractions are present because the Hamiltonian can be rewritten with the help of quadrupolar
operators using the identity

Jbil ~S1 · ~S2 + Jbiq

(
~S1 · ~S2

)2
=

(
Jbil −

Jbiq
2

)
~S1 · ~S2 +

Jbiq
2

~Q1 · ~Q2 +
4

3
Jbiq (29)

Then, the first step is to determine a mean-field phase diagram by looking for the product
state that minimizes the energy as function of θ, with Jbil = J cos θ and Jbiq = J sin θ. This
minimization is easily done using the following expectation values:

〈
~d1, ~d2

∣∣∣~S1 · ~S2

∣∣∣~d1, ~d2〉 =
∣∣∣~d1 · ~d∗2∣∣∣2 − ∣∣∣~d1 · ~d2∣∣∣2 = 4(~u1 × ~v1) · (~u2 × ~v2)〈

~d1, ~d2

∣∣∣(~S1 · ~S2)
2
∣∣∣~d1, ~d2〉 = 1 +

∣∣∣~d1 · ~d2∣∣∣2 = 1 + (~u1 · ~u2 − ~v1 · ~v2)2 + (~u1 · ~v2 + ~v1 · ~u2)2

The conclusion is that if Jbiq is large and positive, directors tend to be perpendicular on neigh-
boring sites, while if Jbiq is large and negative, directors tend to be parallel. The resulting
phase diagram on the triangular lattice is depicted in the left panel of Fig. 9. In addition to the
standard ferromagnetic and 3-sublattice antiferromagnetic phase, it contains a ferroquadrupolar
phase and a 3-sublattice antiferroquadrupolar phase. These simple results have been confirmed
by more sophisticated calculations [66, 67].
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Bond nematic phases

For spin-1/2 antiferromagnets, there is no purely local order parameter. However, bond oper-
ators can give rise to nematic order. An instability towards a p-nematic state was suggested
early on for the square and kagome lattices with further-neighbor interactions in the context of
a semiclassical analysis [68]. More recently, extensive numerical results for spin-1/2 have sug-
gested that there is an instability towards an n-nematic phase for the J1-J2 model on the square
lattice for negative (ferromagnetic) J1 and positive J2, close to the ferromagnetic phase [69].
The absence of a purely local order parameter prevents one from performing a simple analysis
in terms of a product wave-function. In that case, it is the proximity of a ferromagnetic state that
leads to a simple picture: The instability that is responsible for the disappearance of ferromag-
netism is a condensation of two-magnon bound states, and the order parameter that describes
the resulting order is a two-spin n-nematic operator (see right panel of Fig. 9). A similar effect
has been predicted close to saturation.

6 Conclusion

It should be clear to the reader at this stage that frustrated magnetism has become a vast subject
over the years, and although I have tried to cover (sometimes very briefly) several aspects of
current interest, I am aware of the fact that entire subfields have been left aside. For instance, I
have chosen to concentrate on the Ising and Heisenberg models, but frustration is also a source
of fascinating phenomena for theXY model [70], with a number of specificities that I would not
have been able to cover properly. For similar reasons, I have also decided to say very little about
experimental results, but of course frustrated magnetism is to a large extent an experimental
subject [71]. If, in spite of all its imperfections and shortcomings, this chapter manages to make
some of the advanced theoretical concepts of frustrated magnetism accessible to non-specialists,
it will have reached its main objective.
It is a pleasure to thank all the colleagues with whom I have had the privilege to interact on frus-
trated magnetism over the years, in particular M. Albrecht, V.I. Anisimov, F. Becca, C. Berthier,
P. Carretta, S. Capponi, J. Cisarova, T. Coletta, P. Corboz, S. Dommange, J. Dorier, M. Elhajal,
P. Fazekas, M. Ferrero, J.-B. Fouet, J. Gavilano, A. Honecker, M. Horvatic, D. Ivanov, S. Ko-
rshunov, V. Kotov, B. Kumar, C. Lacroix, N. Laflorencie, A. Läuchli, C. Lhuillier, M. Mam-
brini, S. Manmana, V. Mazurenko, P. Mendels, L. Messio, F. Michaud, P. Millet, G. Misguich,
S. Miyahara, R.M. Noack, B. Normand, H.R. Ott, K. Penc, J.-D. Picon, D. Poilblanc, A. Ralko,
I. Rousochatzakis, K. Schmidt, J. Strecka, M. Takigawa, O. Tchernyshyov, T. Toth, M. Troyer,
F. Vernay, C. Weber, S. Wenzel, H.Y. Yang, F.C. Zhang, and M. Zhitomirsky. This work has
been supported by the Swiss National Science Foundation.
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