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## 1 Introduction

The term orbital ordering (OO) indicates the emergence of a broken symmetry state in which localized occupied orbitals form a regular pattern, in a similar way as spins do in magnetically ordered structures. Orbital ordering phenomena typically occur in Mott insulators with orbital degrees of freedom; for transition-metal compounds, the main focus of this lecture, the latter stem from the partially filled $d$ shells of the transition metal. The perhaps most representative case is the perovskites $\mathrm{KCuF}_{3}$, shown in Fig. 1. In first approximation $\mathrm{KCuF}_{3}$ is cubic ( $O_{h}$ point group) with $\mathrm{Cu}^{2+}$ at the center of a regular octahedron of $\mathrm{F}^{-}$ions (anions), enclosed in a cage of $\mathrm{K}^{+}$(cations). Due to $O_{h}$ symmetry at the Cu site, the $d$ manifold, 5 -fold degenerate for free $\mathrm{Cu}^{2+}$, splits into a $t_{2 g}$ triplet $(x z, y z, x y)$, lower in energy, and a $e_{g}$ doublet $\left(x^{2}-y^{2}\right.$ and $\left.3 z^{2}-r^{2}\right)$; the electronic configuration of the $\mathrm{Cu}^{2+}$ ion is thus $t_{2 g}^{6} e_{g}^{3}$ (one $3 d$ hole). The $t_{2 g}$ states are completely filled and do not play any active role in OO; instead, electrons in the $e_{g}^{3}$ configuration have orbital degeneracy $d=2$. Making an analogy with spin degrees of freedom, they behave as an effective $\tau=1 / 2$ pseudospin; in this view, one of the two $e_{g}$ states, say $\left|x^{2}-y^{2}\right\rangle$, plays the role of the pseudospin up, $|\nearrow\rangle$, and the other one, $\left|3 z^{2}-r^{2}\right\rangle$, of the pseudospin down, $|\searrow\rangle$. The two pseudospin states are degenerate and, by symmetry, one could expect them to be equally occupied. In reality the symmetry is broken and $\mathrm{KCuF}_{3}$ is orbitally ordered with the orbital structure shown in Fig. 1; depicted are the empty (hole) $e_{g}$ states at each Cu site. Furthermore, the system exhibits a co-operative Jahn-Teller (JT) distortion, also shown in Fig. 1, with long and short $\mathrm{Cu}-\mathrm{F}$ bonds alternating in the $a b$ plane. Indeed, the two phenomena - electronic OO and structural JT distortion - are concurrent; it is therefore difficult to say which one is the cause and which one is, instead, the effect. This is a classical case of a chicken-and-egg problem. The second paradigmatic system showing OO is $\mathrm{LaMnO}_{3}$ (ion $\mathrm{Mn}^{3+}$, configuration $3 d^{4}$ ), the mother compound of colossal magnetoresistance manganites, also a perovskite. Due to the Hund's rule coupling $J$, the actual electronic configuration of $\mathrm{Mn}^{3+}$ is $t_{2 g}^{3} e_{g}^{1}$. The halffilled $t_{2 g}^{3}$ state has no orbital degeneracy; the only orbital degrees of freedom are, as for $\mathrm{KCuF}_{3}$, those associated with $e_{g}$ electrons. Again, the system is orbitally ordered and OO goes hand in hand with the co-operative JT distortion. Among $t_{2 g}$ systems, i.e., materials with partially filled $t_{2 g}$ shells, classical examples of orbitally-ordered crystals are the perovskites $\mathrm{LaTiO}_{3}$ and $\mathrm{YTiO}_{3}$ (configuration $t_{2 g}^{1}$ ), $\mathrm{LaVO}_{3}$ and $\mathrm{YVO}_{3}\left(t_{2 g}^{2}\right)$, and $\mathrm{Ca}_{2} \mathrm{RuO}_{4}\left(t_{2 g}^{4}\right)$; in these cases the $t_{2 g}$ electrons behave as an orbital pseudospin $\tau=1$. Although this is not a prerequisite for orbital ordering, as we have seen, many orbitally-ordered materials are perovskites; for this reason in the present lecture we will use the perovskite structure as representative.
The origin of orbital ordering has been investigated for decades. One of the problems in clarifying its nature is that, while magnetic order can be directly probed, e.g., via neutron scattering experiments, orbital ordering is typically only indirectly observed. Indeed, its principal hallmark is the presence of the co-operative Jahn-Teller distortion itself. Identifying the origin of orbital ordering is thus intimately related to finding the cause of the co-operative Jahn-Teller distortion. In this lecture I will first illustrate the two main mechanisms [1, 2] which have been proposed as possible explanation for OO phenomena, the classical Jahn-Teller effect [1],


Fig. 1: Crystal structure, distortions, and orbital ordering in $\mathrm{KCuF}_{3} . \mathrm{Cu}$ is at the center of $F$ octahedra enclosed in a $K$ cage. The conventional cell is tetragonal with axes $\mathbf{a}, \mathbf{b}, \mathbf{c}$. The pseudocubic axes $\mathbf{x}, \mathbf{y}, \mathbf{z}$ pointing towards neighboring $C u$, are shown in the corner. Short (s) and long (l) CuF bonds alternate between $\mathbf{x}$ and $\mathbf{y}$ along all pseudocubic axes (co-operative Jahn-Teller distortion). The distortions are measured by $\delta=(l-s) /(l+s) / 2$ and $\gamma=c / a \sqrt{2}$. $R$ is the experimental structure $(\gamma=0.95, \delta=4.4 \%), R_{\delta}(\gamma=0.95)$ and $I_{\delta}(\gamma=1)$ two ideal structures with reduced distortions. In the $I_{0}$ structure the cubic crystal-field at the Cu site splits the $3 d$ manifold into a $t_{2 g}$ triplet and a $e_{g}$ doublet. In the $R$ structure, site symmetry is lowered further by the tetragonal compression $(\gamma<1)$ and the Jahn-Teller distortion $(\delta \neq 0)$. The figure shows the highest-energy $3 d$ orbital. From Ref. [3].
perhaps enhanced by Coulomb repulsion [4], and Kugel-Khomskii (KK) superexchange [2]. Kanamori well illustrated the first mechanism in an influential work [1] in 1960; the main idea is that electron-phonon coupling yields a static Jahn-Teller distortion, which lowers the symmetry of the system and produces a crystal-field splitting. As a consequence, electrons preferably occupy the lower energy states, giving rise to a periodic pattern of occupied orbitals. This is self-evident in the limit in which the crystal-field splitting is very large, let us say, larger than the bandwidth; the lower-energy states at each site will be clearly the first ones to be occupied. If, however, the bandwidth is large in comparison with the crystal-field splitting, the hopping integrals can strongly reduce such a tendency to orbital ordering. A natural question thus arises at this point. How large should the crystal-field splitting be to give rise to a orbitally-ordered state? To answer this question we have to remind ourselves that transition-metal systems with partially filled $d$ shells are also typical examples of strongly-correlated materials. Their lowenergy properties are believed to be well described by a generalized multi-band Hubbard model

$$
\hat{H}=\hat{H}_{0}+\hat{H}_{U}
$$

the sum over a one-electron term $\hat{H}_{0}$ describing the transition-metal $d$ bands and a Coulomb
electron-electron repulsion term $\hat{H}_{U}$. The one-electron term is

$$
\hat{H}_{0}=-\sum_{i i^{\prime}} \sum_{\sigma} \sum_{m m^{\prime}} t_{m m^{\prime}}^{i, i^{\prime}} c_{i m \sigma}^{\dagger} c_{i m^{\prime} \sigma}
$$

where $c_{i m \sigma}^{\dagger}$ creates an electron at site $i$ with spin $\sigma$ and orbital quantum number $m$, and the parameter $t_{m m^{\prime}}^{i, i^{\prime}}$ are the hopping integrals $\left(i \neq i^{\prime}\right)$ or the crystal-field splittings $\left(i=i^{\prime}\right)$. The Coulomb repulsion can be written as

$$
\hat{H}_{U}=\frac{1}{2} \sum_{i} \sum_{\sigma \sigma^{\prime}} \sum_{m_{\alpha} m_{\alpha}^{\prime}} \sum_{m_{\beta} m_{\beta}^{\prime}} U_{m_{\alpha} m_{\beta} m_{\alpha}^{\prime} m_{\beta}^{\prime}} c_{i m_{\alpha} \sigma}^{\dagger} c_{i m_{\beta} \sigma^{\prime}}^{\dagger} c_{i m_{\beta}^{\prime} \sigma^{\prime}} c_{i m_{\alpha}^{\prime} \sigma} .
$$

The elements the Coulomb interaction tensor, $U_{m_{\alpha} m_{\beta} m_{\alpha}^{\prime} m_{\beta}^{\prime}}$, can be expressed in terms of the Slater integrals. ${ }^{1}$ Here we will restrict the discussion to the $e_{g}$ or $t_{2 g}$ manifolds only. In this case, in the basis of real harmonics, the Hubbard model takes the form

$$
\begin{align*}
\hat{H}= & -\sum_{i i^{\prime}} \sum_{\sigma} \sum_{m m^{\prime}} t_{m m^{\prime}}^{i, c^{\prime}} c_{i m \sigma}^{\dagger} c_{i m^{\prime} \sigma}+U \sum_{i} \sum_{m} \hat{n}_{i m \uparrow} \hat{n}_{i m \downarrow} \\
& +\frac{1}{2} \sum_{i} \sum_{\sigma \sigma^{\prime}} \sum_{m \neq m^{\prime}}\left(U-2 J-J \delta_{\sigma, \sigma^{\prime}}\right) \hat{n}_{i m \sigma} \hat{n}_{i m^{\prime} \sigma^{\prime}} \\
& -J \sum_{i} \sum_{m \neq m^{\prime}}\left[c_{i m \uparrow}^{\dagger} c_{i m \downarrow}^{\dagger} c_{i m^{\prime} \uparrow} c_{i m^{\prime} \downarrow}+c_{i m \uparrow}^{\dagger} c_{i m \downarrow} c_{i m^{\prime} \downarrow}^{\dagger} c_{i m^{\prime} \uparrow}\right], \tag{1}
\end{align*}
$$

where $m, m^{\prime}$ are here either $t_{2 g}$ or $e_{g}$ states, $U_{m m^{\prime} m m^{\prime}}=U_{m, m^{\prime}}=U-2 J\left(1-\delta_{m, m^{\prime}}\right)$ and, for $m \neq$ $m^{\prime}, U_{m m^{\prime} m^{\prime} m}=J_{m, m^{\prime}}=J$. The last two terms describe the pair-hopping and spin-flip processes $\left(U_{m m m^{\prime} m^{\prime}}=J_{m, m^{\prime}}\right.$ if we use a basis of real harmonics, while for spherical harmonics $U_{m m m^{\prime} m^{\prime}}=0$ ). Finally, $U=U_{0}$ and $J=J_{1}$ ( $t_{2 g}$ electrons) or $J=J_{2}$ ( $e_{g}$ electrons), with

$$
\begin{aligned}
U_{0} & =F_{0}+\frac{8}{5} \mathcal{J}_{\text {avg }}, & \mathcal{J}_{\text {avg }} & =\frac{5}{7} \frac{1}{14}\left(F_{2}+F_{4}\right) \\
J_{1} & =\frac{3}{49} F_{2}+\frac{20}{9} \frac{1}{49} F_{4}, & J_{2} & =-2 \mathcal{J}_{\text {avg }}+3 J_{1}
\end{aligned}
$$

In strongly correlated systems described by a Hamiltonian of type (1), it turns out that a small crystal-field splitting, a fraction of the bandwidth, is sufficient to produce orbital order even at high temperature. This happens because the Coulomb repulsion effectively enhances it, while suppressing orbital fluctuations [4]. Hence, the mechanism illustrated by Kanamori becomes very efficient in the presence of strong correlations (small $t / U$ limit, the typical limit for Mott insulators; here $t$ is an average hopping integral). This is, however, not the end of the story: Coulomb electron-electron interaction provides, in addition, an alternative explanation of the origin of orbital ordering. In a seminal work, Kugel and Khomskii [2] have shown in 1973 that, in the presence of orbital degeneracy, many-body effects can produce orbital ordering even in the absence of a static distortion, i.e., of a crystal-field splitting. This happens via
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Fig. 2: The unit cell of a cubic perovskite $A B C_{3}$ and its symmetry axes; the lattice constant is $a$. The transition metal $B$ (red) is at $(0,0,0)$; the ligands $C$ (green) are located at $( \pm a / 2,0,0),(0, \pm a / 2,0),(0,0, \pm a / 2)$ and form an octahedron; the cations $A$ are located at $( \pm a / 2, \pm a / 2, \pm a / 2),( \pm a / 2, \mp a / 2, \pm a / 2),(\mp a / 2, \pm a / 2, \pm a / 2),( \pm a / 2, \pm a / 2, \mp a / 2)$ and form a cube. The bottom figures illustrate the rotational symmetries of the cell.
electronic spin-orbital superexchange, the effective low-energy interaction which emerges, in the small $t / U$ limit, from the orbitally-degenerate Hubbard model. In this picture, the cooperative Jahn-Teller distortion is rather the consequence than the cause of orbital order. As I already mentioned, the predictions of the two theories for the final broken-symmetry structure are basically identical for most systems; thus it is very hard to determine which of the two mechanisms, Jahn-Teller effect or Kugel-Khomskii superexchange, dominates. In the last part of the lecture we will see how the problem was recently solved in representative cases [3,6] by using a new theoretical approach based on the local-density-approximation + dynamical meanfield theory (LDA+DMFT) [7-10] method. For the paradigmatic systems $\mathrm{KCuF}_{3}$ and $\mathrm{LaMnO}_{3}$, it was shown that Kugel-Khomskii superexchange alone, although strong, cannot explain the presence of the Jahn-Teller distortion above $350 \mathrm{~K}\left(\mathrm{KCuF}_{3}\right)$ [3] and $650 \mathrm{~K}\left(\mathrm{LaMnO}_{3}\right)$ [6]; experimentally, however, the distortion persists in both systems basically up to the melting temperature. This leads to the conclusion that a mechanism directly generating a static crystalfield splitting, such as the standard Jahn-Teller effect, is necessary to explain the experimental findings. In fact, for $\mathrm{KCuF}_{3}$ and other ionic systems, it turns out that even the classical JT picture fails. A new mechanism, based on Born-Mayer repulsion, has to be invoked to describe the actual experimental structure and the associated ordering at high temperature [11]. A true Kugel-Khomskii system was recently identified in $\mathrm{LaVO}_{3}$ [12].

## 2 Cubic crystal-field splitting

Let us consider a system with the ideal cubic perovskite structure $\mathrm{ABC}_{3}$, shown in Fig. 2. In this structure, B is the transition metal with partially filled $d$ shell. The site symmetry at site B is cubic; thus, as we mentioned before, $d$ states split into $e_{g}$ and $t_{2 g}$. Let us understand how exactly this happens. For a free ion, the potential $v_{\mathrm{R}}(\boldsymbol{r})$ which determines the single-electron energies is rotationally invariant, i.e., it has symmetry $O(3)$. This means that all single-electron states within a given $l$ shell are degenerate, as it happens in the case of hydrogen-like atoms. When the same ion is inside a molecule or a solid, $v_{\mathrm{R}}(\boldsymbol{r})$ has in general lower symmetry, corresponding to a finite point group. ${ }^{2}$ Thus one-electron states within a given shell $l$, degenerate for the free atom, can split. The symmetry reduction arises from the crystal field; the latter has two components, the Coulomb potential generated by the surrounding charged ions, dominant in ionic crystals, and the ligand field due to the bonding neighbors. In this section we will analyze the first contribution; the covalent contribution to the crystal-field splitting is discussed in the next section. Both effects give rise to a similar splitting of levels; which contribution dominates depends on the system.
Let us thus assume that the crystal is perfectly ionic and that the ions can be treated as point charges $q_{\alpha}$ (point-charge model). Then, the one-electron potential can be written as

$$
\begin{equation*}
v_{\mathrm{R}}(\boldsymbol{r})=\sum_{\alpha} \frac{q_{\alpha}}{\left|\boldsymbol{R}_{\alpha}-\boldsymbol{r}\right|}=v_{0}(r)+\sum_{\alpha \neq 0} \frac{q_{\alpha}}{\left|\boldsymbol{R}_{\alpha}-\boldsymbol{r}\right|}=v_{0}(r)+v_{c}(\boldsymbol{r}), \tag{2}
\end{equation*}
$$

where $\boldsymbol{R}_{\alpha}$ are the positions of the ions and $q_{\alpha}$ their charges. The term $v_{0}(r)$ is the ionic central potential at site $\boldsymbol{R}_{0}$, with spherical symmetry. The term $v_{c}(\boldsymbol{r})$ is the electric field generated at a given site $\boldsymbol{R}_{0}$ by all the surrounding ions in the crystal and it is called crystal-field potential.
For the perovskite structure $\mathrm{ABC}_{3}$ we are interested in the crystal-field potential at the site of the transition metal, B. Let us first assume that only the contribution of nearest neighbors (the negative C ions, typically oxygens or fluorines) is relevant. The six C ions are located at positions $\left( \pm d_{C}, 0,0\right),\left(0, \pm d_{C}, 0\right),\left(0,0, \pm d_{C}\right)$ and have all the same charge $q_{C}$, while the B ion is at $(0,0,0)$; in terms of $a$, the cubic lattice constant, $d_{C}=a / 2$. Then we can write the potential around ion $B$ as

$$
v_{\mathrm{R}}(\boldsymbol{r})=\frac{q_{B}}{r}+\frac{q_{C}}{d_{C}}\left[\Delta v\left(\frac{x}{d_{C}} ; \frac{r}{d_{C}}\right)+\Delta v\left(\frac{y}{d_{C}} ; \frac{r}{d_{C}}\right)+\Delta v\left(\frac{z}{d_{C}} ; \frac{r}{d_{C}}\right)\right]
$$

where

$$
\Delta v(\xi ; \rho)=\frac{1}{\sqrt{1+\rho^{2}}}\left[\frac{1}{\sqrt{1+\frac{2 \xi}{1+\rho^{2}}}}+\frac{1}{\sqrt{1-\frac{2 \xi}{1+\rho^{2}}}}\right] .
$$

Via the Taylor expansion

$$
\frac{1}{\sqrt{1+\eta}} \sim 1-\frac{1}{2} \eta+\frac{3}{8} \eta^{2}-\frac{5}{16} \eta^{3}+\frac{35}{128} \eta^{4}+\ldots
$$

[^1]we can find an approximate expression of $\Delta v(\xi ; \rho)$ for small $\xi$, i.e., close to ion B; the first contribution with less than spherical symmetry is
$$
v_{\mathrm{oct}}(\boldsymbol{r})=\frac{35}{4} \frac{q_{C}}{d_{C}^{5}}\left(x^{4}+y^{4}+z^{4}-\frac{3}{5} r^{4}\right)=D\left(x^{4}+y^{4}+z^{4}-\frac{3}{5} r^{4}\right) .
$$

We can rewrite this potential as

$$
\begin{equation*}
v_{\mathrm{oct}}(\boldsymbol{r})=\frac{7 \sqrt{\pi}}{3} \frac{q_{C}}{d_{C}^{5}} r^{4}\left[Y_{0}^{4}(\vartheta, \varphi)+\sqrt{\frac{5}{14}}\left(Y_{4}^{4}(\vartheta, \varphi)+Y_{-4}^{4}(\vartheta, \varphi)\right)\right], \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
Y_{0}^{4}(\vartheta, \varphi) & =\frac{3}{16} \frac{1}{\sqrt{\pi}}\left(35 \cos ^{4} \vartheta-30 \cos ^{2} \vartheta+3\right)=\frac{3}{16} \frac{1}{\sqrt{\pi}} \frac{35 z^{4}-30 z^{2} r^{2}+3 r^{4}}{r^{4}} \\
Y_{ \pm 4}^{4}(\vartheta, \varphi) & =\frac{3}{16} \sqrt{\frac{35}{2 \pi}} \sin ^{4} \vartheta e^{ \pm 4 i \varphi}=\frac{3}{16} \sqrt{\frac{35}{2 \pi}} \frac{(x \pm i y)^{4}}{r^{4}}
\end{aligned}
$$

To obtain the crystal field due to the cubic cage of cations A (with charge $q_{A}$ ), shown in Fig. 2 we repeat the same calculation; the main difference is that there are eight A ions, located at positions $\left( \pm d_{C}, \pm d_{C}, \pm d_{C}\right),\left(\mp d_{C}, \pm d_{C}, \pm d_{C}\right),\left( \pm d_{C}, \mp d_{C}, \pm d_{C}\right),\left( \pm d_{C}, \pm d_{C}, \mp d_{C}\right)$, with the distance from the origin being $d_{A}=\sqrt{3} a / 2$. By following the same procedure that we used for B octahedron, one can show that

$$
v_{\text {cube }}(\boldsymbol{r})=-\frac{8}{9} \frac{q_{A}}{q_{C}}\left(\frac{d_{C}}{d_{A}}\right)^{5} v_{\mathrm{oct}}(\boldsymbol{r}),
$$

i.e., $v_{\text {cube }}(\boldsymbol{r})$ has the same form as $v_{\text {oct }}(\boldsymbol{r})$; this happens because a cube and an octahedron are dual polyhedra ${ }^{3}$ and have therefore the same symmetry properties. If $q_{A} / q_{C}>0, v_{\text {cube }}(\boldsymbol{r})$ has opposite sign than $v_{\text {oct }}(\boldsymbol{r})$; in the case of a perovskite, however, A positions are occupied by cations, i.e., positive ions; thus the crystal field due to the A cage has the same sign of the crystal field generated by the B octahedron.
The crystal-field potential $v_{\mathrm{c}}(\boldsymbol{r})$ lowers the site symmetry and can therefore split the $(2 l+1)$-fold degeneracy of the atomic levels. To calculate how the $l$ manifold splits, we use two approaches. The first is exact and based on group theory. We assume for simplicity that the symmetry is only $O$ (group of the proper rotations which leave a cube invariant); using the full symmetry group of the cube, $O_{h}=O \otimes C_{i}$ (where $C_{i}$ is the group made by the identity and the inversion) does not change the result, because the spherical harmonics are all either even or odd. The character table of group $O$ is given by

| partner | functions | $O$ | $E$ | $8 C_{3}$ | $3 C_{2}$ | $6 C_{2}^{\prime}$ | $6 C_{4}$ |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| $\left(x^{2}+y^{2}+z^{2}\right)$ | $A_{1}$ | 1 | 1 | 1 | 1 | 1 |  |
|  |  | $A_{2}$ | 1 | 1 | 1 | -1 | -1 |
|  | $\left(x^{2}-y^{2}, 3 z^{2}-r^{2}\right)$ | $E$ | 2 | -1 | 2 | 0 | 0 |
|  | $(x, y, z)$ | $T_{1}$ | 3 | 0 | -1 | -1 | 1 |
|  | $(x y, x z, y z)$ | $T_{2}$ | 3 | 0 | -1 | 1 | -1 |

[^2]Let us explain this table. The first line yields the group, here $O$, and the symmetry operations of the group, collected in classes $\mathcal{C}_{k}$, here $\{E\},\left\{C_{3}\right\},\left\{C_{2}\right\},\left\{C_{2}^{\prime}\right\},\left\{C_{4}\right\}$. For each class only a representative element is given and the number $N_{k}$ in front of this element yields the number of operations in the class; for example $8 C_{3}$ indicates 8 symmetry operations in class $\left\{C_{3}\right\}$. The symmetry operation $C_{n}$ is an anticlockwise rotation of an angle $\alpha=2 \pi / n$. For a finite group with $h$ elements, the $h$ group operations $\{O(g)\}$ can be expressed as $h$ matrices $\{\Gamma(g)\}$ acting on an invariant linear space; the basis of this space, $\{|m\rangle\}$, can be, for example, a finite set of linearly independent functions, such as the spherical harmonics with angular quantum number l. The collection of matrices $\{\Gamma(g)\}$ is a representation of the group; the dimension of the invariant linear space yields also the dimension of the matrices, i.e., the dimensionality of the representation. Each group has infinitely many possible representations, but some sets are special and play the role of an orthonormal basis in a space of vectors; they are called irreducible. If $G$ is the group of operations which leave the Hamiltonian invariant, the irreducible representations of $G$ can be used to classify all eigenstates of the Hamiltonian; eigenstates which build a basis for different irreducible representations are mutually orthogonal and have typically (leaving the cases of accidental degeneracy and hidden symmetry aside) different energies. The irreducible representations $\Gamma_{i}$ of group $O$ are listed in the first column of Table 4, below the group name; they are $A_{1}$ (trivial representation, made of 1-dimensional identity matrices), $A_{2}$, also 1-dimensional, $E$, two-dimensional, and $T_{1}$ and $T_{2}$, both three-dimensional. The numbers appearing in Table 4 are the characters $\chi_{i}(g)$, defined as

$$
\chi_{i}(g)=\operatorname{Tr} \Gamma_{i}(g)=\sum_{m}\langle m| \Gamma_{i}(g)|m\rangle=\sum_{m} \Gamma_{i}^{m m}(g) .
$$

For a given representation (corresponding to a line of Table 4) the character for a specific element can be found below the corresponding class label (columns of Table 4); all elements in the same class have the same character. Thus the second column of the character table, showing the character of the identity, yields also the dimensionality $d_{i}$ of the representation itself. Next we calculate the characters of the matrix representation $\Gamma^{l}$ constructed using spherical harmonics with angular quantum number $l$ as a basis. An easy way to do this is to assume that the rotation axis is also the axis of quantization, i.e., $\hat{z}$; the characters do not depend on the actual direction of the quantization axis but only on the angle $\alpha$ of rotation. Thus for $O(g)=C_{\alpha}$ we have

$$
\begin{aligned}
C_{\alpha} Y_{m}^{l}(\vartheta, \varphi) & =Y_{m}^{l}(\vartheta, \varphi-\alpha)=e^{-i m \alpha} Y_{m}^{l}(\vartheta, \varphi) \\
\Gamma_{m m^{\prime}}^{l}\left(C_{\alpha}\right) & =\delta_{m m^{\prime}} e^{-i m \alpha} .
\end{aligned}
$$

This yields the following expression for the character

$$
\chi^{l}\left(C_{\alpha}\right)=\sum_{m=-l}^{l} e^{-i m \alpha}=\frac{\sin \left(l+\frac{1}{2}\right) \alpha}{\sin \frac{\alpha}{2}} .
$$

The characters for representations $\Gamma^{l}$ are therefore

| $O$ | $E$ | $8 C_{3}$ | $3 C_{2}$ | $6 C_{2}$ | $6 C_{4}$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $\Gamma^{0}=\Gamma^{s}$ | 1 | 1 | 1 | 1 | 1 |
| $\Gamma^{1}=\Gamma^{p}$ | 3 | 0 | -1 | -1 | 1 |
| $\Gamma^{2}=\Gamma^{d}$ | 5 | -1 | 1 | 1 | -1 |
| $\Gamma^{3}=\Gamma^{f}$ | 7 | 1 | -1 | -1 | -1 |

In spherical symmetry (group $O(3)$ ) representations $\Gamma^{l}$ are irreducible. In cubic symmetry (group $O$ ), instead, the $\Gamma^{l}$ can be reducible, i.e., they can be written as the tensorial sum $\oplus$ of irreducible representations of the group $O$. The various components can be found by using the orthogonality properties of irreducible representations, which lead to the decomposition formula

$$
\begin{equation*}
\Gamma^{l}=\bigoplus_{i} a_{i} \Gamma_{i} \quad \text { with } \quad a_{i}=\left\langle\Gamma_{i} \mid \Gamma^{l}\right\rangle=\frac{1}{h} \sum_{g}\left[\chi_{i}(g)\right]^{*} \chi^{l}(g) \tag{5}
\end{equation*}
$$

where $h$, the number of elements in the group, is 24 for group $O$. Hereafter the symmetry representations of electronic states are written in lower case to distinguish them from capital letters which we will use later for labeling vibrational modes. We find

$$
\begin{aligned}
\Gamma^{s} & =a_{1} \\
\Gamma^{p} & =t_{1} \\
\Gamma^{d} & =e \oplus t_{2} \\
\Gamma^{f} & =a_{2} \oplus t_{1} \oplus t_{2}
\end{aligned}
$$

Thus, in cubic symmetry, the $s$ - and the $p$-functions do not split, because the $a_{1}$ irreducible representation is one-dimensional and the $t_{1}$ irreducible representation is 3 -dimensional. Instead, $d$-functions split into a doublet and a triplet, and $f$-functions into a singlet and two triplets. To determine which functions $\left\{|m\rangle_{i}\right\}$ form a basis (a so-called set of partner functions) for a specific irreducible representation $\Gamma_{i}$ we can, e.g., use the projector for that representation

$$
\begin{equation*}
\hat{\mathcal{P}}_{i}=\frac{d_{i}}{h} \sum_{g}\left[\chi_{i}(g)\right]^{*} O(g) . \tag{6}
\end{equation*}
$$

In our case, we can read directly the partner functions $\left\{|m\rangle_{i}\right\}$ for a given irreducible representation of the group $O$ in the first column of Table 4, on the left. In short, for representation $e$ possible partner functions are $\left(x^{2}-y^{2}, 3 z^{2}-r^{2}\right)$ and for representation $t_{2}$ we can instead use ( $x y, x z, y z$ ). A small step is still missing: As we already mentioned, the full symmetry of the B site is $O_{h}$, and the group $O_{h}$ can be obtained as direct product, $O_{h}=O \otimes C_{i}$, with respect to $O$, group $O_{h}$ has twice the number of elements and classes, and thus twice the number of irreducible representations. The latter split into even ( $a_{1 g}, a_{2 g}, e_{g}, t_{1 g}, t_{2 g}$ ) and odd $\left(a_{1 u}, a_{2 u}, e_{u}, t_{1 u}, t_{2 u}\right)$. All $d$-functions are even, and therefore $x^{2}-y^{2}$ and $3 z^{2}-r^{2}$ are partners functions for the $e_{g}$ irreducible representation, while $x y, x z, y z$ are partner functions for the
$t_{2 g}$ irreducible representation. Summarizing, $t_{2 g}$ states $(x y, x z$, and $y z)$ and $e_{g}$ states $\left(x^{2}-y^{2}\right.$ and $3 z^{2}-r^{2}$ ) have in general (again excluding the cases of accidental degeneracy and hidden symmetry) different energy.
Group theory tells us if the degenerate $2 l+1$ levels split at a given site in a lattice, but not of how much they do split, and which orbitals are higher in energy. We can, however, calculate the crystal-field splitting approximately using the potential (3) as a perturbation. This is the second approach previously mentioned; differently from group theory, it is not exact, but it gives us an estimate of the size of the effect and the sign of the splitting. For $d$ states we can calculate the elements of the octahedral potential $v_{\text {oct }}(\boldsymbol{r})$ in the basis of atomic functions $\psi_{n l m}(\rho, \vartheta, \varphi)=R_{n l}(\rho) Y_{m}^{l}(\vartheta, \varphi)$, where $R_{n l}(\rho)$ is the radial part, $\rho=Z r, Z$ is the atomic number, $Y_{l}^{m}(\vartheta, \varphi)$ a spherical harmonic, and $n$ the principal quantum number (Appendix B). We obtain

$$
\begin{array}{ll}
\left\langle\psi_{n 20}\right| \hat{v}_{\text {oct }}\left|\psi_{n 20}\right\rangle=+6 D q & \left\langle\psi_{n 2 \pm 1}\right| \hat{v}_{\text {oct }}\left|\psi_{n 2 \pm 1}\right\rangle=-4 D q \\
\left\langle\psi_{n 2 \pm 2}\right| \hat{v}_{\text {oct }}\left|\psi_{n 2 \pm 2}\right\rangle=+D q & \left\langle\psi_{n 2 \pm 2}\right| \hat{v}_{\text {oct }}\left|\psi_{n 2 \mp 2}\right\rangle=+5 D q
\end{array}
$$

where $D q=q_{C}\left\langle r^{4}\right\rangle / 6 d_{C}^{5}$ and $\left\langle r^{k}\right\rangle=\int r^{2} d r r^{k} R_{n 2}^{2}(Z r)$. The crystal-field splitting between $e_{g}$ and $t_{2 g}$-states can be then obtained by diagonalizing the crystal-field matrix

$$
H_{\mathrm{CF}}=\left(\begin{array}{lllll}
D q & 0 & 0 & 0 & 5 D q \\
0 & -4 D q & 0 & 0 & 0 \\
0 & 0 & 6 D q & 0 & 0 \\
0 & 0 & 0 & -4 D q & 0 \\
5 D q & 0 & 0 & 0 & D q
\end{array}\right)
$$

We find two degenerate $e_{g}$ eigenvectors with energy $6 D q$

$$
\begin{aligned}
\left|\psi_{n 20}\right\rangle & =\left|3 z^{2}-r^{2}\right\rangle \\
\frac{1}{\sqrt{2}}\left(\left|\psi_{n 2-2}\right\rangle+\left|\psi_{n 22}\right\rangle\right) & =\left|x^{2}-y^{2}\right\rangle
\end{aligned}
$$

and three degenerate $t_{2 g}$ eigenvectors with energy $-4 D q$

$$
\begin{aligned}
& \frac{i}{\sqrt{2}}\left(\left|\psi_{n 2-2}\right\rangle-\left|\psi_{n 22}\right\rangle\right)=|x y\rangle, \\
& \frac{1}{\sqrt{2}}\left(\left|\psi_{n 2-1}\right\rangle-\left|\psi_{n 21}\right\rangle\right)=|x z\rangle, \\
& \frac{i}{\sqrt{2}}\left(\left|\psi_{n 2-1}\right\rangle+\left|\psi_{n 21}\right\rangle\right)=|y z\rangle .
\end{aligned}
$$

The total splitting is

$$
\Delta_{\mathrm{CF}}=E_{e_{g}}-E_{t_{2 g}}=10 D q .
$$

Thus the $e_{g}$-states are actually higher in energy than the $t_{2 g}$-states. This happens because $e_{g}$ electrons point towards the negative C ions (see Fig. 3), and will therefore feel a larger Coulomb repulsion than $t_{2 g}$ electrons, which have the lobes directed between two negative C ions.


Fig. 3: The $\mathrm{Cu} e_{g}$ and $t_{2 g}$ Wannier orbitals for the cubic perovskite $K C u F_{3}$, obtained from first principles calculations, using a Wannier basis that spans all bands.

How general is, however, this result? We obtained it via a truncated Taylor expansion of the potential close to the nucleus. Does this mean that we have perhaps neglected important higherorder terms? For a generic lattice, we can expand the crystal-field potential (2) in spherical harmonics using the exact formula

$$
\frac{1}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|}=\sum_{k=0}^{\infty} \frac{r_{<}^{k}}{r_{>}^{k+1}} \frac{4 \pi}{2 k+1} \sum_{q=-k}^{k} Y_{q}^{k}\left(\vartheta_{2}, \varphi_{2}\right) \bar{Y}_{q}^{k}\left(\vartheta_{1}, \varphi_{1}\right),
$$

where $r_{<}\left(r_{>}\right)$is the smaller (larger) of $r_{1}$ and $r_{2}$. The crystal-field potential takes the form

$$
\begin{equation*}
v_{c}(\boldsymbol{r})=\sum_{k=0}^{\infty} \sum_{q=-k}^{k} B_{q}^{k} Y_{q}^{k}, \tag{7}
\end{equation*}
$$

where $B_{q}^{k}=(-1)^{q} \bar{B}_{-q}^{k}$. Although the series in (7) is in principle infinite, one can terminate it by specifying the wavefunctions, since

$$
\left\langle Y_{m}^{l}\right| Y_{q}^{k}\left|Y_{m^{\prime}}^{l}\right\rangle=0 \quad \text { if } \quad k>2 l .
$$

For example, for $p$ electrons $k \leq 2$, for $d$-electrons, $k \leq 4$, and $f$ electrons $k \leq 6$. Thus, for $d$-electrons and $O_{h}$ symmetry, the terms that appear in the potential (3) are actually also the only ones to be taken into account, because all other terms yield an expectation value equal to zero. Finally, the derivation of both equations (3) and (7) presented here might let us think that the first-nearest neighbors are those that determine the crystal field. This is, however, not always the case, because Coulomb repulsion is a long-range interaction; for example, in some systems











Fig. 4: Independent Slater-Koster two-center integrals for $s$, $p$, and d atomic orbitals (Appendix $B)$. The label $\sigma$ indicates that the bonding state is symmetrical with respect to rotations about the bond axis; the label $\pi$ that the bond axis lies in a nodal plane; the label $\delta$ that the bond axis lies in two nodal planes.
the first-nearest neighbors yield cubic symmetry at a given site but further neighbors lower the symmetry. ${ }^{4}$ Furthermore, the point-charge model discussed in this section is useful to explain the relation between crystal field and site symmetry, however yields unsatisfactory results for the crystal-field splitting in real materials. Corrections beyond the point-charge approximation turn out to be important. In addition, as we will see in the next section, in many systems the crystal field has a large, sometimes dominant, covalent contribution, the ligand field. The modern approach to calculate crystal-field splittings including the ligand-field contribution is based on material-specific potentials obtained ab-initio via density-functional-theory (DFT) and the associated DFT localized Wannier functions. Nevertheless, it is worth to point out the remarkable success of the point-charge model in giving qualitatively correct $d$ crystal-field states in cubic perovskites; such a success relies on the fact that this approach, even if approximate, yields the exact symmetry of final states, i.e., the same obtained via group theory, and does not neglect any relevant (e.g., high-order) term.
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Fig. 5: Illustration of the decomposition of a general s-p two-center integral in terms of $V_{s p \sigma}$.

## 3 Tight-binding $e_{g}$ and $t_{2 g}$ bands of cubic perovskites

In this section we will construct the bands of $\mathrm{KCuF}_{3}$ in the cubic limit using tight-binding theory. Let us first remind ourselves of the crucial steps of this approach. The one-electron Hamiltonian can be written as

$$
\hat{h}_{e}(\boldsymbol{r})=-\frac{1}{2} \nabla^{2}+\sum_{i \alpha} v\left(\boldsymbol{r}-\boldsymbol{T}_{i}-\boldsymbol{R}_{\alpha}\right)=-\frac{1}{2} \nabla^{2}+v_{R}(\boldsymbol{r}),
$$

where $\boldsymbol{R}_{\alpha}$ are the positions of the basis $\{\alpha\}$ atoms in the unit cell and $\boldsymbol{T}_{i}$ the lattice vectors. We take as a basis atomic orbitals with quantum numbers $l m$ (we drop here the principal quantum number for convenience). For each atomic orbital we construct a Bloch state

$$
\begin{equation*}
\psi_{l m}^{\alpha}(\boldsymbol{k}, \boldsymbol{r})=\frac{1}{\sqrt{N}} \sum_{i} e^{i \boldsymbol{T}_{i} \cdot \boldsymbol{k}} \psi_{l m}\left(\boldsymbol{r}-\boldsymbol{T}_{i}-\boldsymbol{R}_{\alpha}\right), \tag{8}
\end{equation*}
$$

where $N$ is the number of lattice sites. In the Bloch basis (8), the Hamiltonian and the overlap matrix are given by

$$
\begin{aligned}
H_{l m, l^{\prime} m^{\prime}}^{\alpha, \alpha^{\prime}} & =\left\langle\psi_{l m}^{\alpha}(\boldsymbol{k})\right| \hat{h}_{e}\left|\psi_{l^{\prime} m^{\prime}}^{\alpha^{\prime}}(\boldsymbol{k})\right\rangle, \\
O_{l m, l^{\prime} m^{\prime}}^{\alpha, \alpha^{\prime}}(\boldsymbol{k}) & =\left\langle\psi_{l m}^{\alpha}(\boldsymbol{k}) \mid \psi_{l^{\prime} m^{\prime}}^{\alpha^{\prime}}(\boldsymbol{k})\right\rangle .
\end{aligned}
$$

These matrices define a generalized eigenvalue problem, the solution of which yields the band structure. The Hamiltonian matrix is given by

$$
H_{l m, l^{\prime} m^{\prime}}^{\alpha, \alpha^{\prime}}(\boldsymbol{k})=\varepsilon_{l l^{\prime} \alpha^{\prime}}^{0} O_{l m, l^{\prime} m^{\prime}}^{\alpha, \alpha^{\prime}}(\boldsymbol{k})+\Delta \varepsilon_{l m, l^{\prime} m^{\prime}}^{\alpha} \delta_{\alpha, \alpha^{\prime}}-\frac{1}{N} \sum_{i \alpha \neq i^{\prime} \alpha^{\prime}} e^{i\left(\boldsymbol{T}_{i^{\prime}}-\boldsymbol{T}_{i}\right) \cdot \boldsymbol{k}} t_{l m, l^{\prime} m^{\prime}}^{i \alpha, i^{\prime} \alpha^{\prime}} .
$$

Here $\varepsilon_{l \alpha}^{0}$ are the atomic levels, and $\Delta \varepsilon_{l m, l^{\prime} m^{\prime}}^{\alpha}$ the crystal-field matrix elements

$$
\begin{equation*}
\Delta \varepsilon_{l m, l^{\prime} m^{\prime}}^{\alpha}=\int d \boldsymbol{r} \overline{\psi_{l m}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}\right)\left[v_{R}(\boldsymbol{r})-v\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}\right)\right] \psi_{l^{\prime} m^{\prime}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}\right), \tag{9}
\end{equation*}
$$



Fig. 6: Unit cell of idealized cubic $\mathrm{KCuF}_{3}$ with cubic axes in the left corner.
which are two-center integrals. Finally,

$$
\begin{equation*}
t_{l m, l^{\prime} m^{\prime}}^{i \alpha, i^{\prime} \alpha^{\prime}}=-\int d \boldsymbol{r} \overline{\psi_{l m}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}-\boldsymbol{T}_{i}\right)\left[v_{R}(\boldsymbol{r})-v\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha^{\prime}}-\boldsymbol{T}_{i^{\prime}}\right)\right] \psi_{l^{\prime} m^{\prime}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha^{\prime}}-\boldsymbol{T}_{i^{\prime}}\right) \tag{10}
\end{equation*}
$$

The hopping integrals (10) contain two- and three-center terms; if the basis is sufficiently localized we can, however, neglect the three-center contributions and assume $t_{l m, l^{\prime} m^{\prime}}^{i \alpha, i^{\prime} \alpha^{\prime}} \sim-V_{l m, l^{\prime} m^{\prime}}^{i \alpha, i^{\prime} \alpha^{\prime}}$, where

$$
V_{l m, l^{\prime} m^{\prime}}^{i \alpha, i^{\prime} \alpha^{\prime}}=\int d \boldsymbol{r} \overline{\psi_{l m}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}-\boldsymbol{T}_{i}\right) v\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha}-\boldsymbol{T}_{i}\right) \psi_{l^{\prime} m^{\prime}}\left(\boldsymbol{r}-\boldsymbol{R}_{\alpha^{\prime}}-\boldsymbol{T}_{i^{\prime}}\right)
$$

is a Slater-Koster two-center integral (Appendix B). A generic Slater-Koster two-center integral can be expressed as a function of a few independent two-center integrals, shown in Fig. 4 for $s, p$, and $d$-functions. Apart from the $\sigma$ bond, which is the strongest, other bonds are possible; the $\pi$ bonds are made of orbitals which share a nodal plane to which the bond axis belongs, and the $\delta$ bond, for which two nodal planes intersect in the bond axis connecting the two ions. Fig. 5 shows how to obtain a generic two-center integral involving $p$ and $s$ orbitals. ${ }^{5}$ Let us now consider the case of the $e_{g}$ and $t_{2 g}$ bands of $\mathrm{KCuF}_{3}$; here we assume for simplicity that the system is an ideal cubic perovskite, shown in Fig. 6. The primitive cell contains one formula unit (a single K cube in Fig. 1). The cubic axes are $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}$, and the lattice constant is $a$. A Cu atom at site $\boldsymbol{R}_{i}$ is surrounded by two apical F atoms, $\mathrm{F}_{3}$ at $\boldsymbol{R}_{i}+\frac{1}{2} \boldsymbol{z}$ and $\mathrm{F}_{6}$ at $\boldsymbol{R}_{i}-\frac{1}{2} \boldsymbol{z}$, and four planar F atoms, $\mathrm{F}_{1}$ and $\mathrm{F}_{4}$ at $\boldsymbol{R}_{i} \pm \frac{1}{2} \boldsymbol{x}$ and $\mathrm{F}_{2}$ and $\mathrm{F}_{5}$ at $\boldsymbol{R}_{i} \pm \frac{1}{2} \boldsymbol{y}$. In Fig. 7 one can see the effects of the cubic approximation on the $e_{g}$ bands: the crystal-field splitting of the $e_{g}$ states is zero, the band width slightly reduced, gaps disappear, and the dispersion relations is sizably modified. The cubic band structure in Fig. 7 was obtained with a unit cell containing two formula units, in order to compare it with the band structure of the experimental (Jahn-Teller distorted) structure
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Fig. 7: LDA $e_{g}$ (blue) and $t_{2 g}($ red $)$ band structure of $\mathrm{KCuF}_{3}$ for the experimental structure ( $R$ ) and ideal structures with progressively reduced distortions (see Fig. 1). $I_{0}$ : simple cubic. The unit cell used in this calculation contains two formula units. The figure is from Ref. [3].
of $\mathrm{KCuF}_{3}$; hence we see four (instead of two) $e_{g}$ bands. The band-structure of cubic $\mathrm{KCuF}_{3}$ for a cell with one formula unit is shown in Fig. 8; in the following we will refer for comparison to that figure only. Let us take as tight-binding basis the atomic $3 d e_{g}$ orbitals for Cu and the $2 p$ orbitals for F; we neglect for convenience the overlap integrals (i.e., we assume that our atomic functions are, approximately, localized Wannier functions). For such a tight-binding basis the only relevant Slater-Koster parameter is $V_{p d \sigma}$. The $\left|3 z^{2}-r^{2}\right\rangle_{i}$ and $\left|x^{2}-y^{2}\right\rangle_{i}$ states of the Cu at $\boldsymbol{R}_{i}$ can couple via $V_{p d \sigma}$ to $\left|z^{c}\right\rangle_{i}$, the $p_{z}$ orbitals of $\mathrm{F}_{3}$ and $\mathrm{F}_{6}$, to $\left|x^{a}\right\rangle_{i}$, the $p_{x}$ orbitals of $\mathrm{F}_{1}$ and $\mathrm{F}_{4}$ and to $\left|y^{b}\right\rangle_{i}$, the $p_{y}$ orbitals of $\mathrm{F}_{2}$ and $\mathrm{F}_{5}$. From the basis $|\alpha\rangle_{i}$ of localized atomic functions we construct the Bloch states $|\boldsymbol{k} \alpha\rangle=\frac{1}{\sqrt{N}} \sum_{i} e^{i \boldsymbol{k} \cdot \boldsymbol{R}_{i}}|\alpha\rangle_{i}$, and obtain the tight-binding Hamiltonian

| $H_{e_{g}}^{\mathrm{TB}}$ | $\left\|\boldsymbol{k} z^{c}\right\rangle$ | $\left\|\boldsymbol{k} x^{a}\right\rangle$ | $\left\|\boldsymbol{k} y^{b}\right\rangle$ | $\left\|\boldsymbol{k} 3 z^{2}-r^{2}\right\rangle$ | $\left\|\boldsymbol{k} x^{2}-y^{2}\right\rangle$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\left\|\boldsymbol{k} z^{c}\right\rangle$ | $\varepsilon_{p}$ | 0 | 0 | $-2 V_{p d \sigma} s_{z}$ | 0 |
| $\left\|\boldsymbol{k} x^{a}\right\rangle$ | 0 | $\varepsilon_{p}$ | 0 | $V_{p d \sigma} s_{x}$ | $-\sqrt{3} V_{p d \sigma} s_{x}$ |
| $\left\|\boldsymbol{k} y^{b}\right\rangle$ | 0 | 0 | $\varepsilon_{p}$ | $V_{p d \sigma} s_{y}$ | $\sqrt{3} V_{p d \sigma} s_{y}$ |
| $\left\|\boldsymbol{k} 3 z^{2}-r^{2}\right\rangle$ | $-2 V_{p d \sigma} \bar{s}_{z}$ | $V_{p d \sigma} \bar{s}_{x}$ | $V_{p d \sigma} \bar{s}_{y}$ | $\varepsilon_{d}$ | 0 |
| $\left\|\boldsymbol{k} x^{2}-y^{2}\right\rangle$ | 0 | $-\sqrt{3} V_{p d \sigma} \bar{s}_{x}$ | $\sqrt{3} V_{p d \sigma} \bar{s}_{y}$ | 0 | $\varepsilon_{d}$ |

where $s_{\alpha}=i e^{-i k_{\alpha} a / 2} \sin k_{\alpha} a / 2, \alpha=x, y, z, \varepsilon_{p}<\varepsilon_{d}=\varepsilon_{p}+\Delta_{p d}$, and $V_{p d \sigma}<0$. If $\left|V_{p d \sigma}\right| / \Delta_{p d}$ is small, the occupied bands are F $p$-like, while the partially filled bands $\mathrm{Cu} e_{g}$-like. We now calculate the bands along high-symmetry lines. ${ }^{6}$ Along $\Gamma$-Z, the eigenvalues $\varepsilon_{i}\left(\varepsilon_{i} \leq \varepsilon_{i+1}\right)$ of
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Fig. 8: LDA band structure of cubic $\mathrm{KCuF}_{3}$. The $t_{2 g}$ bands are in red and the $e_{g}$ bands in blue.
$H_{e_{g}}^{\mathrm{TB}}$ are

$$
\begin{aligned}
\varepsilon_{2} & =\varepsilon_{p} \\
\varepsilon_{3} & =\varepsilon_{p} \\
\varepsilon_{4} & =\varepsilon_{d} \\
\varepsilon_{1,5} & =\varepsilon_{p}+\frac{1}{2} \Delta_{p d} \pm \frac{1}{2} \sqrt{\Delta_{p d}^{2}+16 V_{p d \sigma}^{2}\left|s_{z}\right|^{2}}
\end{aligned}
$$

where $\varepsilon_{1}(\operatorname{sign}-)$ is bonding and $\mathrm{F} z$-like, while $\varepsilon_{5}(\operatorname{sign}+)$ anti-bonding and $\mathrm{Cu} 3 z^{2}-r^{2}$-like. Along $\Gamma$-X, we have instead the dispersion relations

$$
\begin{aligned}
\varepsilon_{2} & =\varepsilon_{p} \\
\varepsilon_{3} & =\varepsilon_{p} \\
\varepsilon_{4} & =\varepsilon_{d} \\
\varepsilon_{1,5} & =\varepsilon_{p}+\frac{1}{2} \Delta_{p d} \pm \frac{1}{2} \sqrt{\Delta_{p d}^{2}+16 V_{p d \sigma}^{2}\left|s_{x}\right|^{2}}
\end{aligned}
$$

where $\varepsilon_{1}$ is bonding and $\mathrm{F} x$-like, while $\varepsilon_{5}$ anti-bonding and $\mathrm{Cu} x^{2}-y^{2}$-like. To obtain the $e_{g}$-like bands, instead of diagonalizing $H_{e_{g}}^{\mathrm{TB}}$ as we have done above, we can also use the downfolding procedure, which, for non-interacting electrons, can be carried out exactly. This method works as follows. We divide the orbitals in passive ( $\mathrm{F} p$ ) and active $(\mathrm{Cu} d$ ), and write the eigenvalues equation as

$$
\left[\begin{array}{cc}
H_{p p} & H_{p d} \\
H_{d p} & H_{d d}
\end{array}\right]\left[\begin{array}{l}
|\boldsymbol{k} p\rangle \\
|\boldsymbol{k} d\rangle
\end{array}\right]=\varepsilon\left[\begin{array}{cc}
I_{p p} & 0 \\
0 & I_{d d}
\end{array}\right]\left[\begin{array}{l}
|\boldsymbol{k} p\rangle \\
|\boldsymbol{k} d\rangle
\end{array}\right],
$$

where $H_{p p}\left(I_{p p}\right)$ is the Hamiltonian (identity matrix) in the $p$-electron space $(3 \times 3)$, and $H_{d d}$ $\left(I_{d d}\right)$ the Hamiltonian (identity matrix) in the $d$-electron space $(2 \times 2)$. By downfolding to the $d$ sector we obtain the energy-dependent operator $H_{d d}^{\varepsilon}$, which acts in the $d$ space only

$$
H_{d d}^{\varepsilon}=H_{d d}-H_{d p}\left(H_{p p}-\varepsilon I_{p p}\right)^{-1} H_{p d},
$$

and a correspondingly transformed and energy-dependent basis set for the active space, $|\mathbf{k} d\rangle_{\varepsilon}$. The operator $H_{d d}^{\varepsilon}$ has the same eigenvalues and eigenvectors as the original Hamiltonian. In the case of the $e_{g}$ bands $\left(H_{d d}^{\varepsilon}=H_{e_{g}}^{\varepsilon}\right)$ of $\mathrm{KCuF}_{3}$

| $H_{e_{g}}^{\varepsilon}$ | $\left\|\boldsymbol{k} 3 z^{2}-r^{2}\right\rangle_{\varepsilon}$ | $\left\|\boldsymbol{k} x^{2}-y^{2}\right\rangle_{\varepsilon}$ |
| :---: | :---: | :---: |
| $\left\|\boldsymbol{k} 3 z^{2}-r^{2}\right\rangle_{\varepsilon}$ | $\varepsilon_{d}^{\prime}-2 t_{\varepsilon}^{\sigma}\left[\frac{1}{4}\left(\cos k_{x} a+\cos k_{y} a\right)+\cos k_{z} a\right]$ | $2 t_{\varepsilon}^{\sigma}\left[\frac{\sqrt{3}}{4}\left(\cos k_{x} a-\cos k_{y} a\right)\right]$ |
| $\left\|\boldsymbol{k} x^{2}-y^{2}\right\rangle_{\varepsilon}$ | $2 t_{\varepsilon}^{\sigma}\left[\frac{\sqrt{3}}{4}\left(\cos k_{x} a-\cos k_{y} a\right)\right]$ | $\varepsilon_{d}^{\prime}-2 t_{\varepsilon}^{\sigma}\left[\frac{3}{4}\left(\cos k_{x} a+\cos k_{y} a\right)\right]$ |

where the effective parameters are

$$
t_{\varepsilon}^{\sigma}=\frac{V_{p d \sigma}^{2}}{\varepsilon-\varepsilon_{p}}, \quad \varepsilon_{d}^{\prime}=\varepsilon_{d}+3 t_{\varepsilon}^{\sigma}
$$

The downfolding procedure has renormalized the parameters $\varepsilon_{d}$ of the original model (11), but also introduced a new interaction: inter-orbital coupling. Furthermore, $H_{d d}^{\varepsilon}$ and the Bloch basis are now energy dependent. Along $\Gamma Z$, the eigenvalues of (12) are given implicitly by the equations $\varepsilon=\varepsilon_{d}+2 t_{\varepsilon}^{\sigma}-2 t_{\varepsilon} \cos k_{z} a$ (band $\varepsilon_{5}$ ) and $\varepsilon=\varepsilon_{d}$ (band $\varepsilon_{4}$ ); in second-order perturbation theory we find

$$
\begin{aligned}
& t_{\varepsilon}^{\sigma} \sim t_{\varepsilon_{d}}^{\sigma}=\frac{V_{p d \sigma}^{2}}{\Delta_{p d}} \\
& \varepsilon_{5} \sim \varepsilon_{d}+2 t_{\varepsilon_{d}}^{\sigma}-2 t_{\varepsilon_{d}}^{\sigma} \cos k_{z} a
\end{aligned}
$$

From Hamiltonian (12) it is relatively easy to see that the $e_{g}$ bands are 2-fold degenerate along direction $\Gamma$-R, to find the dispersion along $\Gamma$ - M and $\mathrm{R}-\mathrm{M}$, and to obtain the $e_{g}$-like bands in Fig. 8. By Fourier transforming the Bloch states $\left|\boldsymbol{k} 3 z^{2}-r^{2}\right\rangle_{\varepsilon}$ and $\left|\boldsymbol{k} x^{2}-y^{2}\right\rangle_{\varepsilon}$ we can build a set of Wannier functions. They have $3 z^{2}-r^{2}$ or $x^{2}-y^{2}$ symmetry as the atomic orbitals, and, additionally, they span, to arbitrary accuracy, the $e_{g}$ bands. These Wannier functions are by construction longer range than atomic orbitals, since they have $p$ tails on the downfolded neighboring F sites.
We can now repeat the same calculation for the $t_{2 g}$ bands. The minimal tight-binding basis is of course different with respect to the case of $e_{g}$ bands. The states $|x y\rangle_{i}$ of the Cu ion located at $\boldsymbol{R}_{i}$ are coupled via $V_{p d \pi}$ to the $\left|y^{a}\right\rangle_{i}$, the $p_{y}$ orbitals of $\mathrm{F}_{1}$ and $\mathrm{F}_{4}$ and to $\left|x^{b}\right\rangle_{i}$, the $p_{x}$ orbitals of $\mathrm{F}_{2}$ and $\mathrm{F}_{5}$; in a similar way, $|x z\rangle_{i}$ is coupled via $V_{p d \pi}$ to the $\left|z^{a}\right\rangle_{i}$, the $p_{z}$ orbitals of $\mathrm{F}_{1}$ and $\mathrm{F}_{4}$, and to the $\left|x^{c}\right\rangle_{i}$, the $p_{x}$ orbitals of $\mathrm{F}_{3}$ and $\mathrm{F}_{6}$; finally $|y z\rangle_{i}$ is coupled via $V_{p d \pi}$ to the $\left|z^{b}\right\rangle_{i}$, the $p_{z}$ orbitals of $\mathrm{F}_{2}$ and $\mathrm{F}_{5}$, and to the $\left|y^{c}\right\rangle_{i}$, the $p_{y}$ orbitals of $\mathrm{F}_{3}$ and $\mathrm{F}_{6}$. After constructing for each $|\alpha\rangle_{i}$ the corresponding Bloch state, we obtain the tight-binding Hamiltonian. The latter splits into three decoupled blocks,

| $H_{t_{2 g}}^{\mathrm{TB}}$ | $\left\|\boldsymbol{k} y^{a}\right\rangle$ | $\left\|\boldsymbol{k} x^{b}\right\rangle$ | $\|\boldsymbol{k} x y\rangle$ |
| :---: | :---: | :---: | :---: |
| $\left.\boldsymbol{k} y^{a}\right\rangle$ | $\varepsilon_{p}$ | 0 | $2 V_{p d \pi} s_{x}$ |
| $\left\|\boldsymbol{k} x^{b}\right\rangle$ | 0 | $\varepsilon_{p}$ | $2 V_{p d \pi} s_{y}$ |
| $\|\boldsymbol{k} x y\rangle$ | $2 V_{p d \pi} \bar{s}_{x}$ | $2 V_{p d \pi} \bar{s}_{y}$ | $\varepsilon_{d}$ |

and cyclic permutations of $x, y$, and $z($ and, correspondingly, of $a, b$, and $c)$. In the $\Gamma-\mathrm{X}$ direction we thus find

$$
\begin{aligned}
\varepsilon_{2^{\prime}}(\boldsymbol{k}) & =\varepsilon_{d} \\
\varepsilon_{5}(\boldsymbol{k}) & =\varepsilon_{p}+\frac{\Delta_{p d}}{2}+\frac{\sqrt{\Delta_{p d}^{2}+16 V_{p d \pi}^{2}\left|s_{x}\right|^{2}}}{2} \\
& \sim \varepsilon_{d}+2 t_{\varepsilon_{d}}^{\pi}-2 t_{\varepsilon_{d}}^{\pi} \cos k_{x} a
\end{aligned}
$$

where $t_{\varepsilon_{d}}^{\pi}=V_{p d \pi}^{2} / \Delta_{p d}$. By downfolding the oxygen states we obtain

| $H_{t_{2 g}}^{\varepsilon}$ | $\|\boldsymbol{k} y z\rangle_{\varepsilon}$ | $\|\boldsymbol{k} x z\rangle_{\varepsilon}$ | $\|\boldsymbol{k} x y\rangle_{\varepsilon}$ |
| :--- | :---: | :---: | :---: |
| $\|\boldsymbol{k} y z\rangle_{\varepsilon}$ | $\varepsilon_{d}^{\prime \prime}-2 t_{\varepsilon}^{\pi}\left(\cos k_{x} a+\cos k_{y} a\right)$ | 0 | 0 |
| $\|\boldsymbol{k} x z\rangle_{\varepsilon}$ | 0 | $\varepsilon_{d}^{\prime \prime}-2 t_{\varepsilon}^{\pi}\left(\cos k_{x} a+\cos k_{z} a\right)$ | 0 |
| $\|\boldsymbol{k} y z\rangle_{\varepsilon}$ | 0 | 0 | $\varepsilon_{d}^{\prime \prime}-2 t_{\varepsilon}^{\pi}\left(\cos k_{y} a+\cos k_{z} a\right)$ |

where the parameters in the matrix are

$$
\begin{aligned}
& \varepsilon_{d}^{\prime \prime}=\varepsilon_{d}+4 t_{\varepsilon}^{\pi}, \\
& t_{\varepsilon}^{\pi}=\frac{\left|V_{p d \pi}\right|^{2}}{\varepsilon-\varepsilon_{p}} .
\end{aligned}
$$

As in the case of the $e_{g}$ bands, we find renormalized energy levels and effective band dispersions; since different $\mathrm{Cu} t_{2 g}$ states couple to different $\mathrm{F} p$ states, and we neglected hopping integral between oxygens, the $x y, x z$, and $y z$ bands are totally decoupled in our model. We are now in the position of calculating the (approximate) expression of the covalent contribution to the $e_{g}-t_{2 g}$ crystal-field splitting, i.e., the energy difference

$$
\begin{equation*}
\Delta_{\mathrm{CF}} \sim \varepsilon_{d}^{\prime}-\varepsilon_{d}^{\prime \prime}=3 \frac{\left|V_{p d \sigma}\right|^{2}}{\Delta_{p d}}-4 \frac{\left|V_{p d \pi}\right|^{2}}{\Delta_{p d}}>0 . \tag{13}
\end{equation*}
$$

As we can see, the sign of the covalent crystal-field splitting is the same as that of the ionic contribution. This happens for two reasons. First, the so-called $d$ bands are the anti-bonding states of the $p-d$ Hamiltonian, hence both the energy of the $e_{g}$ and $t_{2 g}$ states moves upwards due to the interaction with the $p$ orbitals. Second, $\sigma$ bonds are stronger than $\pi$ bonds, hence $e_{g}$ states shift to sizably higher energy than $t_{2 g}$ states.
The tight-binding model we have used so far is oversimplified, but it already qualitatively well describes the $e_{g}$ and $t_{2 g}$ bands in Fig. 8. A more accurate description can be obtained including other Slater-Koster integrals, such as the hopping to apical $\mathrm{F} s$ states, or between neighboring F $p$ states. With increasing number of parameters, it becomes progressively harder to estimate them, e.g., from comparison with experiments; furthermore a large number of fitting parameters makes it impossible to put a theory to a test. Modern techniques allow us, however, to calculate hopping integrals and crystal-field splittings ab-initio, using localized Wannier functions as the basis and the Kohn-Sham potential $v_{R}(\boldsymbol{r})$ as the one-electron potential; because Wannier functions are orthogonal, the corresponding overlap matrix is by construction diagonal.

## 4 Jahn-Teller effect

In order to introduce the Jahn-Teller effect we have to take a step backwards and start from the central equation of solid-state physics, the eigenvalue problem $\hat{H} \Psi=E \Psi$, defined (in the non-relativistic limit) by the many-body Hamiltonian

$$
\hat{H}=\underbrace{-\frac{1}{2} \sum_{i} \nabla_{i}^{2}}_{\hat{T}_{e}}+\underbrace{\frac{1}{2} \sum_{i \neq i^{\prime}} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{i^{\prime}}\right|}}_{\hat{V}_{e e}} \underbrace{-\sum_{i \alpha} \frac{Z_{\alpha}}{\left|\boldsymbol{r}_{i}-\boldsymbol{R}_{\alpha}\right|}}_{\hat{V}_{e n}} \underbrace{-\sum_{\alpha} \frac{1}{2 M_{\alpha}} \nabla_{\alpha}^{2}}_{\hat{T}_{n}}+\underbrace{\frac{1}{2} \sum_{\alpha \neq \alpha^{\prime}} \frac{Z_{\alpha} Z_{\alpha^{\prime}}}{\left|\boldsymbol{R}_{\alpha}-\boldsymbol{R}_{\alpha^{\prime}}\right|}}_{\hat{V}_{n n}} .
$$

Here $\left\{\boldsymbol{r}_{i}\right\}$ are the coordinates of the $N_{e}$ electrons, $\left\{\boldsymbol{R}_{\alpha}\right\}$ those of the $N_{n}$ nuclei, $Z_{\alpha}$ the atomic numbers, and $M_{\alpha}$ the nuclear masses. The Born-Oppenheimer Ansatz

$$
\begin{equation*}
\Psi\left(\left\{\boldsymbol{r}_{i}\right\},\left\{\boldsymbol{R}_{\alpha}\right\}\right)=\psi\left(\left\{\boldsymbol{r}_{i}\right\} ;\left\{\boldsymbol{R}_{\alpha}\right\}\right) \Phi\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right), \tag{14}
\end{equation*}
$$

splits the Schrödinger equation $\hat{H} \Psi=E \Psi$ into the system

$$
\left\{\begin{align*}
\hat{H}_{e} \psi\left(\left\{\boldsymbol{r}_{i}\right\} ;\left\{\boldsymbol{R}_{\alpha}\right\}\right) & =\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right) \psi\left(\left\{\boldsymbol{r}_{i}\right\} ;\left\{\boldsymbol{R}_{\alpha}\right\}\right)  \tag{15}\\
\hat{H}_{n} \Phi\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right) & =E \Phi\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)
\end{align*}\right.
$$

where the Hamilton operators for the electrons $\left(\hat{H}_{e}\right)$ and that for the lattice $\left(\hat{H}_{n}\right)$ are

$$
\begin{align*}
& \hat{H}_{e}=\hat{T}_{e}+\hat{V}_{e e}+\hat{V}_{e n}+\hat{V}_{n n},  \tag{16}\\
& \hat{H}_{n}=\hat{T}_{n}+\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)=\hat{T}_{n}+\hat{U}_{n}, \tag{17}
\end{align*}
$$

and where in (17) we neglect non-adiabatic corrections. ${ }^{7}$ In the electronic Hamiltonian (16) the atomic positions $\left\{\boldsymbol{R}_{\alpha}\right\}$ are simple parameters. The electronic eigenvalue $\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)$ acts as potential for the nuclei and defines a Born-Oppenheimer (BO) energy surface. While (16) describes the electronic structure, (17) yields the equilibrium crystal structure and the vibrational modes. These equations are impossible to solve in the general case. The first difficulty is that Hamiltonian (16) describes the electronic quantum many-body problem. The latter can be solved only approximately, for example the energy of the ground state can be obtained via density-functional theory using one of the known approximations to the universal functional. For strongly-correlated systems, advanced methods combine density-functional theory with many-body approaches such as the dynamical mean-field theory [7, 8]. The second issue is the very high number of atoms, and therefore of $\left\{\boldsymbol{R}_{\alpha}\right\}$ parameters to explore; finally, even if we solve the electronic many-body problem exactly, we still have to deal with the nuclear many-body problem, Hamiltonian (17). Despite all these obstacles, let us assume for a moment that, for a given system, we did solve the electronic problem for general values of $\left\{\boldsymbol{R}_{\alpha}\right\}$. Let us also assume that the set of positions $\left\{\boldsymbol{R}_{\alpha}\right\}=\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$ defines a specific crystal structure, whose

[^6]electronic ground state (i.e., the lower energy BO surface) has degeneracy $d>1$. We can at this point ask ourself the question: Is structure $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$ actually stable?
The Jahn-Teller theorem states that any electronically degenerate system can lower its energy by undergoing some structural distortions, and therefore is unstable. ${ }^{8}$ This is due to the coupling between electrons and lattice. In order to better understand the microscopic origin of this phenomenon, let us consider a system in a high-symmetry structure, $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$, for which the electronic ground state has energy $\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right)$ with degeneracy $d>1$. This means that there are $d$ Born-Oppenheimer surfaces degenerate for $\left\{\boldsymbol{R}_{\alpha}\right\}=\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$,
$$
\varepsilon_{m}\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right)=\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right) .
$$

In the rest of the chapter we will take $\varepsilon\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right)$ as the energy zero. The corresponding degenerate electronic wavefunctions are $\psi_{m}\left(\left\{\boldsymbol{r}_{i}\right\} ;\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right)$. Let us expand the nuclear potential $\hat{U}_{n}$ for one of these surfaces around the symmetric structure $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$. This leads to the Taylor series

$$
\hat{H}_{n}=\hat{T}_{n}+\sum_{\alpha \mu}\left[\frac{\partial \hat{U}_{n}}{\partial u_{\alpha \mu}}\right]_{\left\{\boldsymbol{R}_{\alpha}^{0}\right\}} u_{\alpha \mu}+\frac{1}{2} \sum_{\alpha \mu} \sum_{\alpha^{\prime} \mu^{\prime}}\left[\frac{\partial^{2} \hat{U}_{n}}{\partial_{\alpha \mu} \partial_{\alpha^{\prime} \mu^{\prime}}}\right]_{\left\{\boldsymbol{R}_{\alpha}^{0}\right\}} u_{\alpha \mu} u_{\alpha^{\prime} \mu^{\prime}}+\ldots,
$$

where $\boldsymbol{u}_{\alpha}=\boldsymbol{R}_{\alpha}-\boldsymbol{R}_{\alpha}^{0}$ are displacement vectors with respect to the equilibrium position, and $\mu=x, y, z$. If $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$ is an equilibrium structure, the gradient is zero and

$$
\begin{equation*}
\hat{H}_{n} \sim \hat{T}_{n}+\frac{1}{2} \sum_{\alpha \mu} \sum_{\alpha^{\prime} \mu^{\prime}}\left[\frac{\partial^{2} \hat{U}_{n}}{\partial_{\alpha \mu} \partial_{\alpha^{\prime} \mu^{\prime}}}\right]_{\left\{\boldsymbol{R}_{\alpha}^{0}\right\}} u_{\alpha \mu} u_{\alpha^{\prime} \mu^{\prime}}+\cdots=\hat{T}_{n}+\hat{U}_{n}^{\mathrm{PH}}\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right)+\ldots, \tag{18}
\end{equation*}
$$

The standard procedure to diagonalize (18) consists of two steps. First we change coordinates

$$
\tilde{u}_{\alpha \mu}=u_{\alpha \mu} \sqrt{M_{\alpha}} .
$$

Second we introduce the dynamical matrix

$$
D_{\alpha \mu, \alpha \mu^{\prime}}=\frac{1}{\sqrt{M_{\alpha}}} \frac{1}{\sqrt{M_{\alpha^{\prime}}}}\left[\frac{\partial^{2} \hat{U}_{n}}{\partial_{\alpha \mu} \partial_{\alpha^{\prime} \mu^{\prime}}}\right]_{\left\{\boldsymbol{R}_{\alpha}^{0}\right\}}
$$

and diagonalize it. Its $N_{m}$ eigenvectors are the normal modes $\boldsymbol{Q}_{\eta}$,

$$
\begin{aligned}
D \boldsymbol{Q}_{\eta} & =\omega_{\eta}^{2} \boldsymbol{Q}_{\eta} \\
Q_{\eta \nu} & =\sum_{\alpha=1}^{N_{n}} \sum_{\mu=x, y, z} a_{\eta \nu, \alpha \mu} u_{\alpha \mu}
\end{aligned}
$$

with $\eta=1, \ldots N_{m}$, and $\nu=x, y, z$. The normal coordinates $\left\{Q_{n \nu}\right\}$, together with the associated canonically-conjugated momenta $\left\{P_{n \nu}\right\}$, bring (18) in the form

$$
\begin{equation*}
\hat{H}_{n} \sim \frac{1}{2} \sum_{\eta \nu}\left[P_{\eta \nu}^{2}+\omega_{\eta}^{2} Q_{\eta \nu}^{2}\right] . \tag{19}
\end{equation*}
$$

[^7]In a crystal, this Hamiltonian yields the phonon energy levels. Let us now determine the possible $N_{m}$ normal modes for a cubic perovskite. For simplicity we consider here only a single octahedron and the modes associated with the vibrations of its atoms. Given that each atom can move in three directions, and there are 6 atoms of type $C$ and 1 atom of type $B$, in principle such a system has 21 degrees of freedom; eliminating global translations ( 3 degrees of freedom) and global rotations ( 3 degrees of freedom), i.e., displacements which are not vibrations, 15 degrees of freedom are left, hence the system has 15 possible normal modes. In group theory language, assuming again for simplicity that the group is $O$ instead of $O_{h}$, one can show that these modes can be labeled as belonging to irreducible representations $A_{1}, E, T_{1}$ or $T_{2}$. To obtain this result we first build a matrix representation of the group in the linear space of all possible displacements; this space is 21 -dimensional, and so is the associated matrix representation $\Gamma_{\text {tot }}$. The latter can be expressed as the direct product $\Gamma_{\text {tot }}=\Gamma_{\text {a.s. }} \otimes \Gamma_{\text {vector }}$, where $\Gamma_{\text {a.s. }}$ is the so-called atomic-site representation. $\Gamma_{\text {a.s. }}$ has as a basis the original atomic positions (without displacements); in our case it is has therefore dimensionality 7. The character of $\Gamma_{\text {a.s. }}$ for a given operation is simply the number of sites left invariant by that operation. Finally, in group $O$ the irreducible representation for a vector is $\Gamma_{\text {vector }}=T_{1}$; this can be seen from the partner functions $(x, y, z)$ in Table 4. Summarizing all this in a character table, we have

| $O$ | $E$ | $8 C_{3}$ | $3 C_{2}$ | $6 C_{2}$ | $6 C_{4}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\Gamma^{\text {a.s. }}$ | 7 | 1 | 3 | 1 | 3 |
| $\Gamma^{\text {tot }}=\Gamma^{\text {a.s. }} \otimes \Gamma_{\text {vector }}$ | 21 | 0 | -3 | -1 | 3 |

Once we know the characters for representation $\Gamma_{\text {tot }}$, we can split the latter into irreducible representations of group $O$ via the decomposition formula Eq. (5). After subtracting (tensor subtraction $\ominus$ ) the representations for mere translations $\left(T_{1}\right)$ and mere rotations ( $T_{1}$ ) of the octahedron, ${ }^{9}$ we arrive at the final decomposition of the vibrational-modes representation $\Gamma_{\text {vibrations }}=\Gamma_{\text {tot }} \ominus \Gamma_{\text {vector }} \ominus \Gamma_{\text {rotation }}=A_{1} \oplus E \oplus 2 T_{1} \oplus 2 T_{2}$. Normal modes which are a basis for different irreducible representations have in general different energies. Let us focus on modes $A_{1}$ and $E$. We can obtain mode $A_{1}$ by using the projector, Eq. (6), for irreducible representation $A_{1}$. As a matter of fact, if we assume that atom $\mathrm{F}_{1}$ (Fig. 9) is displaced by $\boldsymbol{u}_{1}$, by applying the projector $\hat{P}^{A_{1}}$ to $\boldsymbol{u}_{1}$ we generate automatically the linear combination of atomic displacements (all having the same length) forming the mode of symmetry $\mathrm{A}_{1}$. This leads to

$$
\boldsymbol{Q}_{0}=\boldsymbol{u}_{1}\left(q_{0}\right)+\boldsymbol{u}_{2}\left(q_{0}\right)+\boldsymbol{u}_{3}\left(q_{0}\right)+\boldsymbol{u}_{4}\left(q_{0}\right)+\boldsymbol{u}_{5}\left(q_{0}\right)+\boldsymbol{u}_{6}\left(q_{0}\right) .
$$

[^8]

Fig. 9: Unit cell (top) and vibrational modes $Q_{0}, Q_{1}$, and $Q_{2}$ of cubic $K C u F_{3}$.

Here $\boldsymbol{u}_{i}$ are the (normalized) displacements for the $C_{i}$ atom (see Fig. 9) which we rewrite as

$$
\begin{aligned}
\boldsymbol{u}_{1}\left(q_{0}\right) & =\frac{1}{\sqrt{6}} q_{0}(1,0,0) \\
\boldsymbol{u}_{2}\left(q_{0}\right) & =\frac{1}{\sqrt{6}} q_{0}(0,1,0) \\
\boldsymbol{u}_{3}\left(q_{0}\right) & =\frac{1}{\sqrt{6}} q_{0}(0,0,1) \\
\boldsymbol{u}_{4}\left(q_{0}\right) & =-\frac{1}{\sqrt{6}} q_{0}(1,0,0) \\
\boldsymbol{u}_{5}\left(q_{0}\right) & =-\frac{1}{\sqrt{6}} q_{0}(0,1,0) \\
\boldsymbol{u}_{6}\left(q_{0}\right) & =-\frac{1}{\sqrt{6}} q_{0}(0,0,1)
\end{aligned}
$$

The potential energy of such a breathing mode is

$$
U_{n}^{\mathrm{PH}}=\frac{1}{2} C_{A_{1}} q_{0}^{2} .
$$

The $Q_{0}$ mode expands or compresses the unit cell, but does not change its symmetry which remains cubic. Hence, this mode has no influence on the stability of the structure, at most it can affect the actual value of the lattice constant. More interesting are the two degenerate modes of type $E$. These modes can be obtained in a similar way as we have done for $\boldsymbol{Q}_{0}$, this time using the projector for irreducible representation $E$; within the resulting 2-dimensional space,
we choose as basis the mutually orthogonal modes that transform as the $l=2$ partner functions of $E, x^{2}-y^{2}$ and $3 z^{2}-r^{2}$. These are $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$, shown in Fig. 9. They are defined as

$$
\begin{aligned}
& \boldsymbol{Q}_{1}=\boldsymbol{u}_{1}\left(q_{1}\right)+\boldsymbol{u}_{2}\left(q_{1}\right)+\boldsymbol{u}_{4}\left(q_{1}\right)+\boldsymbol{u}_{5}\left(q_{1}\right), \\
& \boldsymbol{Q}_{2}=\boldsymbol{u}_{1}\left(q_{2}\right)+\boldsymbol{u}_{2}\left(q_{2}\right)+\boldsymbol{u}_{3}\left(q_{2}\right)+\boldsymbol{u}_{4}\left(q_{2}\right)+\boldsymbol{u}_{5}\left(q_{2}\right)+\boldsymbol{u}_{6}\left(q_{2}\right),
\end{aligned}
$$

where the displacements are

$$
\begin{array}{lll}
\boldsymbol{u}_{1}\left(q_{1}\right)= & \frac{1}{\sqrt{4}} q_{1}(1,0,0) & \boldsymbol{u}_{1}\left(q_{2}\right)=-\frac{1}{\sqrt{12}} q_{2}(1,0,0) \\
\boldsymbol{u}_{2}\left(q_{1}\right)= & -\frac{1}{\sqrt{4}} q_{1}(0,1,0) & \boldsymbol{u}_{2}\left(q_{2}\right)=-\frac{1}{\sqrt{12}} q_{2}(0,1,0) \\
\boldsymbol{u}_{3}\left(q_{1}\right)= & (0,0,0) & \boldsymbol{u}_{3}\left(q_{2}\right)= \\
\boldsymbol{u}_{4}\left(q_{1}\right)= & -\frac{1}{\sqrt{4}} q_{1}(1,0,0) & \frac{1}{\sqrt{12}} q_{2}(0,0,1) \\
\boldsymbol{u}_{4}\left(q_{2}\right)= & \frac{1}{\sqrt{12}} q_{2}(1,0,0) \\
\boldsymbol{u}_{5}\left(q_{1}\right)= & \frac{1}{\sqrt{4}} q_{1}(0,1,0) & \boldsymbol{u}_{5}\left(q_{2}\right)= \\
\boldsymbol{u}_{6}\left(q_{1}\right)= & (0,0,0) & \boldsymbol{u}_{6}\left(q_{2}\right)=
\end{array}=-\frac{1}{\sqrt{12}} q_{2}(0,1,0), \begin{aligned}
& \sqrt{12} q_{2}(0,0,1)
\end{aligned}
$$

The corresponding quadratic potential has the form

$$
\hat{U}_{n}^{\mathrm{PH}}=\frac{1}{2} C_{E}\left(q_{1}^{2}+q_{2}^{2}\right) .
$$

The normal modes $T_{1}$ and $T_{2}$ can be obtained in a similar way; since they are not relevant for structure stability in the example considered here we do not provide their form explicitly.
Up to now we have assumed that the hypothetical high-symmetry structure $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$ is a stationary point. In general, however, this might or might not be true. The behavior of the BO energy surfaces close to the point in which they are degenerate allows us to separate them into two classes, the first one in which $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$ is a stationary point for all degenerate electronic states $m$ (Renner-Teller intersection), and the second in which the surface is not a stationary point at least for some of the surfaces (Jahn-Teller intersection). The classical Jahn-Teller systems are those for which $\nabla \hat{U}_{n}\left(\left\{\boldsymbol{R}_{\alpha}^{0}\right\}\right) \neq 0$ at least in some direction (see, e.g., Fig. 10). Let us now calculate the first-order correction to the $m$ degenerate eigenvalues due to a small distortion around $\left\{\boldsymbol{R}_{\alpha}^{0}\right\}$. The electronic Hamiltonian (16) has matrix elements

$$
\left\langle\psi_{m}\right| \hat{H}_{e}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)\left|\psi_{m^{\prime}}\right\rangle=\underbrace{\sum_{\alpha \mu}\left\langle\psi_{m}\right|\left[\frac{\partial \hat{H}_{e}}{\partial u_{\alpha \mu}}\right]_{\left\{\boldsymbol{R}_{\alpha}^{0}\right\}}^{\left|\psi_{m^{\prime}}\right\rangle u_{\alpha \mu}}}_{\hat{U}_{m, m^{\prime}}^{\mathrm{JT}}}+\cdots=\hat{U}_{m, m^{\prime}}^{\mathrm{JT}}+\ldots
$$

The perturbation $\hat{U}^{\mathrm{JT}}$, the Jahn-Teller potential, couples the degenerate BO energy surfaces; it also couples electrons and lattice vibrations, as we can see from the coordinates $u_{\alpha \mu}$ appearing in the expression above. Thus, if there are modes for which $\hat{U}^{\mathrm{JT}} \neq C \hat{I}$ where $\hat{I}$ is the identity matrix and $C$ a constant, the system gains energy at linear order via a distortion which lowers the symmetry; the Jahn-Teller theorem states that such modes always exist for electronically degenerate systems (with the exceptions of Kramers degeneracy and linear molecules).


Fig. 10: Born-Oppenheimer potential-energy surface exhibiting the form of a mexican hat. The slope of the curve at small distortions $q_{1}, q_{2}$ yields the Jahn-Teller coupling constant $\lambda$.

In order to better understand the effect of the electron-lattice coupling, we generalize the BornOppenheimer Ansatz as follows

$$
\Psi\left(\left\{\boldsymbol{r}_{i}\right\},\left\{\boldsymbol{R}_{\alpha}\right\}\right)=\sum_{m} \psi_{m}\left(\left\{\boldsymbol{r}_{i}\right\} ;\left\{\boldsymbol{R}_{\alpha}\right\}\right) \Phi_{m}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)
$$

To find the equations for the functions $\left\{\Phi_{m}\right\}$, we write the Schrödinger equation $H \Psi=E \Psi$, multiply on the left by $\overline{\psi_{m}}$, and integrate over the coordinates of the electrons. We obtain

$$
\begin{equation*}
\hat{H}_{n} \Phi_{m}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)=\left[\hat{T}_{n}+\hat{U}_{n}^{\mathrm{PH}}\right] \Phi_{m}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)+\sum_{m^{\prime}} \hat{U}_{m, m^{\prime}}^{\mathrm{JT}} \Phi_{m^{\prime}}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right)=E \Phi_{m}\left(\left\{\boldsymbol{R}_{\alpha}\right\}\right) . \tag{20}
\end{equation*}
$$

The dynamics of the system close to the degeneracy point is determined by all degenerate sheets. The minimization of the new potential energy yields a new structure $\left\{\tilde{\boldsymbol{R}}_{\alpha}^{0}\right\}$ in which the electronic states are not any more degenerate. The modes that can produce such an instability should satisfy the condition

$$
A_{1} \in\left(\left[\Gamma_{m} \otimes \Gamma_{m}\right] \otimes\left(\Gamma_{\text {vibrations }} \neq A_{1}\right)\right)
$$

where $\Gamma_{m}$ is the irreducible representation to which the electronic degenerate states belong, and $\left[\Gamma_{m} \otimes \Gamma_{m}\right]$ is the symmetric direct product; for $e_{g}$ states, $\left[e_{g} \otimes e_{g}\right]=a_{1} \oplus e_{g}$. The trivial representation $A_{1}$ has to be excluded from $\Gamma_{\text {vibrations }}$ because, as already discussed, it does not lower the symmetry. In the case cubic $\mathrm{KCuF}_{3}$, the relevant normal modes coupling to the degenerate $e_{g}$ electronic states are thus the $E$ modes; as for the electronic states, if the group $O \rightarrow O_{h}$, then $E \rightarrow E_{g}$. Thus we can say that $\mathrm{KCuF}_{3}$ is an example of a $e_{g} \otimes E_{g}$ Jahn-Teller system, a system in which an electronic doublet $\left(e_{g}\right)$ is coupled to a doublet of normal modes $\left(E_{g}\right)$. The form of the Jahn-Teller potential $\hat{U}^{\mathrm{JT}}$ can be obtained from the effect of perturbations of type $Q_{1}$ and $Q_{2}$ on the crystal-field matrix. As for the crystal field, there are both a ionic and
a covalent contribution. For the ionic contribution, we can use once more perturbation theory. In this case, we have to take into account that the $\mathrm{Cu}-\mathrm{F}$ distance $d_{C}$ depends on the direction, i.e,

$$
d_{C} \rightarrow d_{C}+\delta d_{C}^{\mu}
$$

where $\mu=x, y, z$; the specific $\delta d_{C}^{\mu}$ values for each atom are given by the specific vibrational mode. After summing up all contribution, the first non-cubic correction due to $E_{g}$ modes is

$$
\Delta v_{\mathrm{JT}}=\lambda\left(\begin{array}{rr}
q_{2} & q_{1} \\
q_{1} & -q_{2}
\end{array}\right) .
$$

It is, at this point, useful to introduce pseudo-spin operators acting on the $e_{g}$ states, i.e., operators $\hat{\tau}_{\mu}$ with $\mu=x, y, z$ and

$$
\begin{array}{lll}
\hat{\tau}_{z}|\searrow\rangle=-|\searrow\rangle, & \hat{\tau}_{x}|\searrow\rangle=+|\nearrow\rangle, & \hat{\tau}_{y}|\searrow\rangle=-i|\nearrow\rangle \\
\hat{\tau}_{z}|\nearrow\rangle=+|\nearrow\rangle, & \hat{\tau}_{x}|\nearrow\rangle=+|\searrow\rangle, & \hat{\tau}_{y}|\nearrow\rangle=+i|\searrow\rangle
\end{array}
$$

where $|\nearrow\rangle=\left|x^{2}-y^{2}\right\rangle$ and $|\searrow\rangle=\left|3 z^{2}-r^{2}\right\rangle$. In matrix form these operators can be written as pseudo-Pauli matrices

$$
\hat{\tau}_{z}=\left(\begin{array}{rr}
1 & 0  \tag{21}\\
0 & -1
\end{array}\right) \quad \hat{\tau}_{x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \hat{\tau}_{y}=\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right) .
$$

We can then rewrite the Jahn-Teller potential as

$$
\Delta v_{\mathrm{JT}}=\lambda\left(q_{1} \hat{\tau}_{x}+q_{2} \hat{\tau}_{z}\right),
$$

where $\lambda \sim\left(q_{C} / d_{C}^{4}\right)(36 / 7 \sqrt{3})>0$. This potential expresses both the essence of the Jahn-Teller theorem and its relation with orbital order, the systems gains energy at linear order by making a distortion; the latter produces a crystal-field splitting, which leads to preferential occupation of the lower energy level. For example, if $q_{1}=0$ and $q_{2}<0$ (tetragonal compression) the $3 z^{2}-r^{2}$ state is higher in energy. Let us now calculate the covalent contribution to the Jahn-Teller potential. In this case the linear-order correction is

$$
\Delta \varepsilon_{l m, l^{\prime} m^{\prime}}\left(\mathbf{0}, \boldsymbol{R}_{\alpha}+\boldsymbol{u}\right)-\Delta \varepsilon_{l m, l^{\prime} m^{\prime}}\left(\mathbf{0}, \boldsymbol{R}_{\alpha}\right) \sim \nabla \Delta \varepsilon_{l m, l^{\prime} m^{\prime}}\left(\mathbf{0}, \boldsymbol{R}_{\alpha}\right) \cdot \boldsymbol{u}
$$

For $e_{g}$-states we use for simplicity the following approximations ${ }^{10}$

$$
\begin{aligned}
\Delta \varepsilon_{3 z^{2}-r^{2}, 3 z^{2}-r^{2}} & \sim\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right]^{2} \tilde{V}_{d d \sigma}, \\
\Delta \varepsilon_{3 z^{2}-r^{2}, x^{2}-y^{2}} & \sim \frac{\sqrt{3}}{2}\left(l^{2}-m^{2}\right)\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] \tilde{V}_{d d \sigma} \\
\Delta \varepsilon_{x^{2}-y^{2}, x^{2}-y^{2}} & \sim \frac{3}{4}\left(l^{2}-m^{2}\right)^{2} \tilde{V}_{d d \sigma} .
\end{aligned}
$$

[^9]

Fig. 11: Linear combinations of $e_{g}$-states, $|\vartheta\rangle=-\sin \frac{\vartheta}{2}\left|x^{2}-y^{2}\right\rangle+\cos \frac{\vartheta}{2}\left|3 z^{2}-r^{2}\right\rangle$. The $\vartheta=0^{\circ}$ orbital is the excited state in the presence of a tetragonal compression along the $z$ axis, while $\vartheta= \pm 2 \pi / 3$ are excited states for a tetragonal compression along $x$ or $y$. This three-fold degeneracy (rotation by $\pm 2 \pi / 3$ ) is due to cubic symmetry.

By summing up the contributions from all C ions for each mode, we obtain

$$
\Delta \varepsilon_{\mathrm{JT}}\left(q_{1}, q_{2}\right)=\lambda\left(\begin{array}{rr}
q_{2} & q_{1} \\
q_{1} & -q_{2}
\end{array}\right)=\lambda\left(q_{1} \hat{\tau}_{x}+q_{2} \hat{\tau}_{z}\right),
$$

where $\lambda \sim-\frac{\sqrt{3}}{2} \tilde{V}_{d d \sigma}^{\prime}>0$. This is the same form of potential that we have obtained for the ionic contribution. Again, if $q_{1}=0$ and $q_{2}<0$ (tetragonal compression) the $3 z^{2}-r^{2}$ is higher in energy. In conclusion, if we neglect the kinetic energy of the nuclei (limit $M_{\alpha} / m_{e} \rightarrow \infty$ ), the ground state of the system can be calculated by minimizing a potential energy of the form

$$
\hat{U}\left(q_{1}, q_{2}\right)=\hat{U}^{\mathrm{JT}}+\hat{U}_{n}^{\mathrm{PH}}=\lambda\left(\begin{array}{rr}
q_{2} & q_{1}  \tag{22}\\
q_{1} & -q_{2}
\end{array}\right)+\frac{1}{2} C_{E}\left(q_{1}^{2}+q_{2}^{2}\right) \hat{I},
$$

where $\hat{I}$ is the $2 \times 2$ identity matrix. To find the minimum of (22), it is convenient to introduce polar coordinates, which we define as $q_{2}=-q \cos \vartheta, q_{1}=-q \sin \vartheta$, so that for $0<\vartheta<\pi / 2$ we have $q_{1} \leq 0$ (compression of $\hat{x}$ axis) and $q_{2} \leq 0$ (compression of $\hat{z}$ axis); this corresponds
to the distortion of the octahedron labeled with number 1 in Fig. 1. In these coordinates

$$
\hat{U}^{\mathrm{JT}}=-\lambda q\left(\begin{array}{rr}
\cos \vartheta & \sin \vartheta \\
\sin \vartheta & -\cos \vartheta
\end{array}\right) .
$$

The diagonalization of matrix (22) yields two eigenvalues; the lower energy branch

$$
E_{-}(q)=-\lambda q+\frac{C_{E}}{2} q^{2}
$$

takes the form of a mexican hat, shown in Fig. 10. The minimum of $E_{-}(q)$ is obtained for $q=q_{0}=\lambda / C$ and has value

$$
E_{\mathrm{JT}}=-\lambda^{2} / 2 C_{E} ;
$$

the quantity $E_{\text {JT }}$ is defined as the Jahn-Teller energy of the system. The electronic ground state can be written as

$$
|\vartheta\rangle_{G}=-\sin \frac{\vartheta-\pi}{2}\left|x^{2}-y^{2}\right\rangle+\cos \frac{\vartheta-\pi}{2}\left|3 z^{2}-r^{2}\right\rangle .
$$

The excited state (hole orbital), with energy

$$
E_{+}(q)=\lambda q+\frac{C_{E}}{2} q^{2}
$$

is then given by

$$
|\vartheta\rangle_{E}=-\sin \frac{\vartheta}{2}\left|x^{2}-y^{2}\right\rangle+\cos \frac{\vartheta}{2}\left|3 z^{2}-r^{2}\right\rangle .
$$

The states $|\vartheta\rangle_{E}$ with different $\vartheta$ are shown in Fig. 11. In the simple model discussed so far, all states $|\vartheta\rangle_{G}$ have the same Jahn-Teller energy. Cubic symmetry, however, only requires states

$$
|\vartheta\rangle,|\vartheta+2 \pi / 3\rangle,|\vartheta-2 \pi / 3\rangle
$$

to be degenerate. The additional (accidental) degeneracy is removed when we take into account anharmonic terms, the lowest order of which has the form

$$
U^{\mathrm{anh}}\left(q_{1}, q_{2}\right)=A\left(q_{2}^{3}-3 q_{2} q_{1}^{2}\right)=A q^{3}\left(\cos ^{3} \vartheta-3 \cos \vartheta \sin ^{2} \vartheta\right)=-A q^{3} \cos 3 \vartheta
$$

and yields the tetragonal distortion as a ground state, with $\vartheta=0, \pm 2 \pi / 3$ for positive $A$ and with $\vartheta=\pi, \pi \pm 2 \pi / 3$ for negative $A$. Higher-order terms can make the $\boldsymbol{Q}_{1}$ Jahn-Teller distortion $(\vartheta=\pi / 2, \pi / 2 \pm 2 \pi / 3)$ more stable [1]. For a periodic lattice, mode $\boldsymbol{Q}_{1}$ leads to a co-operative distortion where long and short bonds alternate in the $x$ and $y$ direction; in such a case, the hole orbital rotates by $\pi / 2$ if we move from a Cu site to its Cu first-nearest neighbors in the $\boldsymbol{a b}$ plane. Let us now analyze the different electronic configurations that can occur in perovskites. For the electronic configuration $3 d^{1}=3 t_{2 g}^{1}$, the procedure is as the one illustrated above, except that $t_{2 g}$ states are 3 -fold degenerate and form $\pi$ bonds, which are weaker, therefore the splitting introduced by the Jahn-Teller effect is smaller than for $e_{g}$ states. In the case of electronic configurations $3 d^{n}$ with $n>1$, to determine if the ion is Jahn-Teller active one has to consider the degeneracies of the many-body state, including Coulomb repulsion. Weak Jahn-Teller states are $3 d^{1}\left(\mathrm{Ti}^{3+}\right.$ in $\left.\mathrm{LaTiO}_{3}\right)$ and $3 d^{2}\left(\mathrm{~V}^{3+}\right.$ in $\left.\mathrm{LaVO}_{3}\right)$, as also $3 t_{2 g}^{4}, 3 t_{2 g}^{5}, 3 t_{2 g}^{4} e_{g}^{2}, 3 t_{2 g}^{5} e_{g}^{2}$; strong Jahn-Teller configurations are, e.g., $3 d^{9}\left(\mathrm{Cu}^{2+}\right.$ in $\left.\mathrm{KCuF}_{3}\right)$ and $3 t_{2 g}^{3} e_{g}^{1}\left(\mathrm{Mn}^{3+}\right.$ in $\left.\mathrm{LaMnO}_{3}\right)$; the configurations $3 t_{2 g}^{3}$ and $3 t_{2 g}^{3} e_{g}^{2}$ are not degenerate and therefore usually not Jahn-Teller active.

## 5 Kugel-Khomskii superexchange

Let us now start from a totally different perspective, from the Hubbard model for a cubic perovskite with partially filled $e_{g}$ or $t_{2 g}$ shell. The Hamiltonian takes the form $\hat{H}=\hat{H}_{0}+\hat{H}_{T}+\hat{H}_{U}$ where

$$
\begin{aligned}
\hat{H}_{0}= & \varepsilon_{d} \sum_{i} \sum_{\sigma} \sum_{m} \hat{n}_{i m \sigma} \\
\hat{H}_{T}= & -\sum_{i \neq i^{\prime}} \sum_{\sigma} \sum_{m m^{\prime}} t_{m m^{\prime}}^{i, i^{\prime}} c_{i m \sigma}^{\dagger} c_{i m^{\prime} \sigma} \\
\hat{H}_{U}= & U \sum_{i} \sum_{m} \hat{n}_{i m \uparrow} \hat{n}_{i m \downarrow}+\frac{1}{2} \sum_{i} \sum_{\sigma \sigma^{\prime}} \sum_{m \neq m^{\prime}}\left(U-2 J-J \delta_{\sigma, \sigma^{\prime}}\right) \hat{n}_{i m \sigma} \hat{n}_{i m^{\prime} \sigma^{\prime}} \\
& -J \sum_{i} \sum_{m \neq m^{\prime}}\left[c_{i m \uparrow}^{\dagger} c_{i m \downarrow}^{\dagger} c_{i m^{\prime} \uparrow} c_{i m^{\prime} \downarrow}+c_{i m \uparrow}^{\dagger} c_{i m \downarrow} c_{i m^{\prime} \downarrow}^{\dagger} c_{i m^{\prime} \uparrow}\right],
\end{aligned}
$$

and where $m$ labels either the $e_{g}$ or the $t_{2 g}$ orbitals. Kugel and Khomskii have shown that, in the large $t / U$ limit, this Hamiltonian can be mapped onto an effective generalized superexchange Hamiltonian with an orbitally-ordered ground state. The actual general super-exchange Hamiltonian can be found in Ref. [20], for possible the $e_{g}^{n}$ and $t_{2 g}^{n}$ configurations.
Here, to understand the origin of the orbital super-exchange interaction, let us simplify the problem and consider first a system with only two atoms ( $i=A, B$ ) and two orbitals ( $\varepsilon_{d}=\varepsilon_{e_{g}}$ ), and for which the hopping matrix is diagonal in the orbitals

$$
\hat{H}_{T}=-t \sum_{\sigma} \sum_{m}\left[c_{A m}^{\dagger} c_{B m}+c_{B m}^{\dagger} c_{A m}\right] .
$$

Furthermore, let us simplify the Coulomb interaction and neglect the spin-flip and pair-hopping terms, so that

$$
\hat{H}_{U} \longrightarrow \hat{H}_{U}^{\prime}=U \sum_{i=A B} \sum_{m} \hat{n}_{i m \uparrow} \hat{n}_{i m \downarrow}+\frac{1}{2} \sum_{i=A B} \sum_{\sigma \sigma^{\prime}} \sum_{m \neq m^{\prime}}\left(U-2 J-J \delta_{\sigma, \sigma^{\prime}}\right) \hat{n}_{i m \sigma} \hat{n}_{i m^{\prime} \sigma^{\prime}}
$$

Finally, we assume that the systems has one electron per atom (quarter filling, $e_{g}^{1}$ configuration). In the $t=0$ or atomic limit there are two types of possible states for this system, those in which each atom is occupied by one electron, $|1,1\rangle_{\alpha}$, and those in which one atom has two electrons and the other zero, $|2,0\rangle_{\alpha^{\prime}}$. The 16 states of type $|1,1\rangle_{\alpha}$, all degenerate with energy $E_{\alpha}(1,1)=2 \varepsilon_{e_{g}}$, can be written as $c_{A m_{A} \sigma_{A}}^{\dagger} c_{B m_{B} \sigma_{B}}^{\dagger}|0\rangle$ with $\alpha=\left(m_{A} \sigma_{A}, m_{B} \sigma_{B}\right)$; here $m_{i} \sigma_{i}$ are the quantum numbers for the electron at site $i=A, B$. There are 12 states $|2,0\rangle_{\alpha}$ with one atom occupied by two electrons; they are listed below together with their energies

$$
\begin{array}{lll}
|2,0\rangle_{\alpha^{\prime}} & E_{\alpha^{\prime}}(2,0) \\
\hline|2,0\rangle_{i 1 m}=c_{i m \uparrow}^{\dagger} \uparrow_{i m \downarrow}^{\dagger}|0\rangle & 2 \varepsilon_{e_{g}}+U & \\
|2,0\rangle_{i 2 m}=c_{i m \uparrow}^{\dagger} \uparrow_{i m^{\prime} \downarrow}^{\dagger}|0\rangle & 2 \varepsilon_{e_{g}}+U-2 J & m^{\prime} \neq m \\
|2,0\rangle_{i 3 \sigma}=c_{i m \sigma}^{\dagger} c_{i m^{\prime} \sigma}^{\dagger}|0\rangle & 2 \varepsilon_{e_{g}}+U-3 J & m^{\prime} \neq m
\end{array}
$$



Fig. 12: Superexchange energy gain for possible quarter-filling ground states of a two-site 2-fold degenerate Hubbard model with orbital- and spin-diagonal hopping matrices.

The Coulomb repulsion $U$ is positive and $J$ is small with respect to $U$; therefore the $|1,1\rangle_{\alpha}$ states define the ground-state manifold. If $t$ is finite but small $(t / U \ll 1)$, we can treat $\hat{H}_{T}$ as a perturbation, and calculate the second-order correction to the energy of states $|1,1\rangle_{\alpha}$. This correction is always negative (energy gain) and it is given by the matrix

$$
\Delta E_{\alpha_{1}, \alpha_{2}}(1,1)=-\sum_{\alpha^{\prime}} \alpha_{1}\langle 1,1| \hat{H}_{T}|2,0\rangle_{\alpha^{\prime}} \frac{1}{E_{\alpha^{\prime}}(2,0)-E_{\alpha}(1,1)} \alpha^{\prime}\langle 2,0| \hat{H}_{T}|1,1\rangle_{\alpha_{2}}
$$

There are four interesting cases, depicted in Fig. 12. The first is the ferro-magnetic (same spin) and antiferro-orbital (different orbitals) state, first line of the figure. The corresponding second order energy gain ( $\alpha_{1}=\alpha_{2}=m \sigma, m^{\prime} \sigma$ ) is

$$
\Delta E_{\alpha_{1}, \alpha_{1}}(1,1)=-\frac{2 t^{2}}{U-3 J}
$$

For the ferro-magnetic (same spin) and ferro-orbital (same orbital) state (second line in the figure, $\alpha_{1}=\alpha_{2}=m \sigma, m \sigma$ ) the energy gain is, instead, zero

$$
\Delta E_{\alpha_{1}, \alpha_{1}}(1,1)=0 .
$$

The reason is that no hopping is possible due to the Pauli principle. For the antiferro-magnetic antiferro-orbital state (third line, $\alpha_{1}=\alpha_{2}=m \sigma, m^{\prime}-\sigma$ ), we have

$$
\Delta E_{\alpha_{1}, \alpha_{1}}(1,1)=-\frac{2 t^{2}}{U-2 J}
$$

and finally for the antiferro-magnetic ferro-orbital state ( $\alpha_{1}=\alpha_{2}=m \sigma, m-\sigma$ ) we find

$$
\Delta E_{\alpha_{1}, \alpha_{1}}(1,1)=-\frac{2 t^{2}}{U}
$$

Among these four states, the ferro-magnetic antiferro-orbital state is thus the lowest in energy. The main message is that the system gains superexchange energy by occupying preferentially different orbitals with the same spin, although the orbitals are by themselves degenerate. The $16 \times 16$ matrix of the second-order energy corrections $\Delta E_{\alpha_{1}, \alpha_{2}}(1,1)$ can be rewritten as the effective superexchange Hamiltonian

$$
\begin{aligned}
\hat{H}_{\mathrm{SE}} & =2 \Gamma_{-+}\left[\boldsymbol{S}^{A} \cdot \boldsymbol{S}^{B}-\frac{1}{4}\right]\left[O_{z}^{A} O_{z}^{B}+\frac{1}{4}\right]+2 \Gamma_{+-}\left[\frac{1}{4}+S_{z}^{A} S_{z}^{B}\right]\left[\boldsymbol{O}^{A} \cdot \boldsymbol{O}^{B}-\frac{1}{4}\right] \\
& +2 \Gamma_{--}\left[\left(\boldsymbol{S}^{A} \cdot \boldsymbol{S}^{B}-S_{z}^{A} S_{z}^{B}\right)\left(\boldsymbol{O}^{A} \cdot \boldsymbol{O}^{B}-O_{z}^{A} O_{z}^{B}\right)-\left(S_{z}^{A} S_{z}^{B}-\frac{1}{4}\right)\left(O_{z}^{A} O_{z}^{B}-\frac{1}{4}\right)\right]
\end{aligned}
$$

where $\mathbf{O}_{i}=\boldsymbol{\tau}_{i} / 2$ are operators acting only on orbital degrees of freedom and $\boldsymbol{\tau}$ are the pseudospin operators introduced in the previous section, Eq. (21), and

$$
\Gamma_{-+}=\frac{4 t^{2}}{U} \quad \Gamma_{+-}=\frac{4 t^{2}}{U-3 J} \quad \Gamma_{--}=-\frac{4 t^{2}}{U-2 J}
$$

When the second-order Hamiltonian is written in this form it is immediately clear that, among the four states we considered, the ferro-magnetic antiferro-orbital state is lower in energy. This happens because the superexchange coupling $\Gamma_{+-}$is the largest. If the orbital degeneracy is one, we can replace the terms $\boldsymbol{O}^{A} \cdot \boldsymbol{O}^{B}$ and $O_{z}^{A} O_{z}^{B}$ with the ferro-orbital value $1 / 4$; then, the terms proportional to $\Gamma_{+-}$and $\Gamma_{--}$drop out and we recover the Heisenberg superexchange Hamiltonian, as expected for the one-band Hubbard model.
What about $\mathrm{KCuF}_{3}$ and $\mathrm{LaMnO}_{3}$ ? If we consider only hopping integrals between neighboring B sites in the cubic perovskite structure, the hopping integral matrices take the simple form

$$
t_{m m^{\prime}}^{i, i+\hat{z}}=t_{\varepsilon}\left(\begin{array}{ll}
0 & 0  \tag{23}\\
0 & 1
\end{array}\right) \quad t_{m m^{\prime}}^{i, i+\hat{x}}=t_{\varepsilon}\left(\begin{array}{rr}
\frac{3}{4} & \frac{\sqrt{3}}{4} \\
\frac{\sqrt{3}}{4} & \frac{1}{4}
\end{array}\right) \quad t_{m m^{\prime}}^{i, i \pm \hat{y}}=t_{\varepsilon}\left(\begin{array}{rr}
\frac{3}{4} & -\frac{\sqrt{3}}{4} \\
-\frac{\sqrt{3}}{4} & \frac{1}{4}
\end{array}\right) .
$$

The structure of these matrices can be obtained by using Slater-Koster two-center integrals. The only non-zero hopping integral in the $\hat{z}$ direction is the one between $\left|3 z^{2}-r^{2}\right\rangle$ states. As we have previously seen by using the downfolding approach, it is given by $t_{\varepsilon}=V_{p d \sigma}^{2} /\left(\varepsilon-\varepsilon_{p}\right)$. As in the case of the two-site molecule, for integer filling ( $n$ electrons per atom) and in the large $t_{\varepsilon} / U$ limit the lattice Hubbard model can be mapped onto an effective superexchange Hamiltonian by downfolding high-energy states in which some of the atoms have an electron number larger than $n$. Only two electronic configurations are relevant for orbital ordering, $e_{g}^{1}$ $\left(\mathrm{LaMnO}_{3}\right)$ and $e_{g}^{3}\left(\mathrm{KCuF}_{3}\right)$. The remaining partially filled state, $e_{g}^{2}$, is magnetic with $S=1$ but, due to Hund's rule coupling $J$, it exhibits no orbital degeneracy ( $L=0$ ). After excluding $e_{g}^{2}$ we can, for simplicity, set $J=0$. Let us now construct all atomic states $\left|N_{e}\right\rangle_{\alpha}$ with $N_{e}$ electrons.

For a single atom they are

| $\left\|N_{e}\right\rangle_{\alpha}$ | $E_{\alpha^{\prime}}\left(N_{e}\right)$ | $d\left(N_{e}\right)$ |
| :--- | :--- | ---: |
| $\|0\rangle$ | $E(0)=0$ | $d(0)=1$ |
| $\|1\rangle=c_{m m}^{\dagger}\|0\rangle$ | $E(1)=\varepsilon_{e_{g}}$ | $d(0)=4$ |
| $\|2\rangle=c_{m} c_{m} c_{m^{\prime} \sigma^{\prime}}^{\dagger}\|0\rangle$ | $E(2)=2 \varepsilon_{e_{g}}+U$ | $d(0)=6$ |
| $\|3\rangle=c_{m}^{\dagger} c_{m^{\prime}}^{\dagger} \uparrow_{m^{\prime} \downarrow}^{\dagger}\|0\rangle$ | $E(3)=3 \varepsilon_{e_{g}}+3 U$ | $d(0)=4$ |
| $\|4\rangle=c_{m \uparrow}^{\dagger} c_{m \downarrow}^{\dagger} c_{m^{\prime} \uparrow}^{\dagger} c_{m^{\prime} \downarrow}^{\dagger}\|0\rangle$ | $E(4)=4 \varepsilon_{e_{g}}+6 U$ | $d(0)=1$ |

The total (spin and orbital) degeneracy of the $n$-electron sector, $d\left(N_{e}\right)$, is given in the third column. Let us consider two neighboring sites $i$ and $i^{\prime}$ and their states $\left|N_{e}\right\rangle_{\alpha}^{i}$ and $\left|N_{e}^{\prime}\right\rangle_{\alpha^{\prime}}^{\prime}$, where $\alpha$ and $\alpha^{\prime}$ run over all degenerate states in the $N_{e}$-electron sector. We define the collective state of such a two-site system as $\left|N_{e}\right\rangle_{\alpha}^{i}\left|N_{e}^{\prime}\right\rangle_{\alpha^{\prime}}^{\prime}$. Let us start from an $e_{g}^{1}$ configuration. In the large- $U$ limit, at quarter filling ( $n=1$ ) the ground state will be within the $N_{e}=N_{e}^{\prime}=1$ manifold, $|\mathrm{G}\rangle=\left\{|1\rangle_{\alpha}^{i}|1\rangle_{\alpha^{\prime}}^{i^{\prime}}\right\}$. The latter has a degeneracy $4^{N}$, where $N$ is the number of sites, here $N=2$; this degeneracy can be partially lifted via virtual excitations to the doubly occupied states $|\mathrm{E}\rangle=\left\{|2\rangle_{\alpha}^{i}|0\rangle^{i^{\prime}}\right\},\left\{|0\rangle^{i}|2\rangle_{\alpha^{\prime}}^{i^{\prime}}\right\}$, which in turn generate an effective low-energy Hamiltonian $\hat{H}_{\text {SE }}$. We can again calculate $\hat{H}_{\text {SE }}$ by treating $\hat{H}_{T}$ as a perturbation.
Let us consider at first only pairs of sites along the $\hat{z}$ axis. In second-order perturbation theory in $\hat{H}_{T}$, we obtain for the lattice the following effective Hamiltonian

$$
\begin{aligned}
\hat{H}_{\mathrm{SE}}^{\hat{z}} & \sim-\frac{1}{U} \sum_{E} \hat{H}_{T}|E\rangle\langle E| \hat{H}_{T}^{\dagger} \\
& =-\frac{t^{2}}{U} \frac{1}{2} \sum_{i i^{\prime}} \sum_{\sigma \sigma^{\prime}} \sum_{\alpha}\left\{c_{i \tau \sigma}^{\dagger}|0\rangle^{i}\langle 0| c_{i \tau \sigma^{\prime}}\left(c_{i^{\prime} \tau \sigma}|2\rangle_{\alpha \alpha}^{i^{\prime} i^{\prime}}\langle 2| c_{i^{\prime} \tau \sigma^{\prime}}^{\dagger}\right)+\left(i \longleftrightarrow i^{\prime}\right)\right\} \delta_{\tau,\rangle} \\
& =-\frac{2 t^{2}}{U} \frac{1}{2} \sum_{i i^{\prime}} \sum_{\sigma \sigma^{\prime}}\left\{(-1)^{-\sigma^{\prime}-\sigma} P_{\tau \sigma-\sigma^{\prime}}^{i} P_{\tau \sigma^{\prime}-\sigma}^{i^{\prime}}+\frac{1}{2}\left(P_{\tau \sigma \sigma}^{i} P_{-\tau \sigma^{\prime} \sigma^{\prime}}^{i^{\prime}}+P_{-\tau \sigma \sigma}^{i} P_{\tau \sigma^{\prime} \sigma^{\prime}}^{i^{\prime}}\right)\right\} \delta_{\tau,\rangle},
\end{aligned}
$$

where we already replaced in the denominator $\Delta E=E(2)+E(0)-2 E(1)$ with its value, $U$, and where, once more, $|\searrow\rangle=\left|3 z^{2}-r^{2}\right\rangle,|\nearrow\rangle=\left|x^{2}-y^{2}\right\rangle$. In Hamiltonian $\hat{H}_{\mathrm{SE}}^{\hat{z}}$ we introduced the operators $P_{\tau \sigma \sigma^{\prime}}^{i}$, which are given by

$$
P_{\tau \sigma \sigma^{\prime}}^{i}=c_{i \tau \sigma}^{\dagger}|0\rangle\langle 0| c_{i \tau \sigma^{\prime}}=\hat{o}_{\tau \tau}^{z}\left(\hat{s}_{\sigma \sigma^{\prime}}^{z}+\hat{s}_{\sigma \sigma^{\prime}}^{+}+\hat{s}_{\sigma \sigma^{\prime}}^{-}\right) .
$$

In this expression on the right-hand side we rewrote $P_{\tau \sigma \sigma^{\prime}}^{i}$ as product of an orbital and a spin term, defined as follows:

$$
\begin{array}{ll}
\hat{o}_{\tau \tau^{\prime}}^{z}=\left(\frac{n_{i}}{2} \hat{I}+(-1)^{\tau} O_{z}^{i}\right) \delta_{\tau \tau^{\prime}} & \hat{s}_{\sigma \sigma}^{z}=\left(\frac{n_{i}}{2} \hat{I}+(-1)^{\sigma} S_{z}^{i}\right) \delta_{\sigma \sigma^{\prime}} \\
\hat{o}_{\tau \tau^{\prime}}^{+}=O_{+}^{i}\left(1-\delta_{\tau \tau^{\prime}}\right) & \hat{s}_{\sigma \sigma^{\prime}}^{+}=S_{+}^{i}\left(1-\delta_{\sigma \sigma^{\prime}}\right) \\
\hat{o}_{\tau \tau^{\prime}}^{-}=O_{-}^{i}\left(1-\delta_{\tau \tau^{\prime}}\right) & \hat{s}_{\sigma \sigma^{\prime}}^{-}=S_{-}^{i}\left(1-\delta_{\sigma \sigma^{\prime}}\right),
\end{array}
$$

where $(-1)^{\sigma}=+1$ for spin (pseudospin) up and -1 otherwise; the operator $\hat{I}$ is the identity matrix. Hence, we can express the effective Hamiltonian as

$$
\hat{H}_{\mathrm{SE}}^{\hat{\hat{s}}}=\frac{\Gamma}{2} \sum_{i i^{\prime}}\left[\boldsymbol{S}^{i} \cdot \boldsymbol{S}^{i^{\prime}}-\frac{n_{i} n_{i^{\prime}}}{4}\right]\left[O_{z}^{i}-\frac{n_{i}}{2}\right]\left[O_{z}^{i^{\prime}}-\frac{n_{i^{\prime}}}{2}\right]+\frac{1}{2}\left[O_{z}^{i} O_{z}^{i^{\prime}}-\frac{n_{i} n_{i^{\prime}}}{4}\right],
$$

where $\Gamma=4 t^{2} / U>0$. If we drop all processes involving orbital $|\nearrow\rangle$ we recover the usual superexchange Heisenberg Hamiltonian for the one-band Hubbard model

$$
\hat{H}_{\mathrm{SE}}^{\hat{\hat{S}}}=\frac{\Gamma}{2} \sum_{i i^{\prime}}\left[\boldsymbol{S}^{i} \cdot \boldsymbol{S}^{i^{\prime}}-\frac{n_{i} n_{i^{\prime}}}{4}\right] .
$$

Let us now consider two neighboring sites and the energy of some possible states $|\mathrm{G}\rangle=$ $\left\{|1\rangle_{\alpha}^{i}|1\rangle_{\alpha^{\prime}}^{i^{\prime}}\right\}$. A ferro-magnetic spin configuration has energy

$$
\Delta E_{\tau \uparrow, \tau^{\prime} \uparrow}=-\frac{\Gamma}{4}\left(1-\delta_{\tau, \tau^{\prime}}\right)
$$

hence, there is an energy gain if the electrons occupy different orbitals, i.e., if the systems has antiferro-orbital arrangement. Let us consider now a antiferro-magnetic spin arrangement. The corresponding energy is

$$
\Delta E_{\tau \uparrow, \tau^{\prime} \downarrow}=-\frac{\Gamma}{2} \delta_{\tau, \tau^{\prime}} \delta_{\tau, \searrow}-\frac{\Gamma}{4}\left(1-\delta_{\tau, \tau^{\prime}}\right)
$$

The expression above shows that in the antiferro-magnetic case the system gains more energy if the occupied state is $|\searrow\rangle$ at both sites. Up to now we considered magnetically ordered states. In $\mathrm{LaMnO}_{3}$ and $\mathrm{KCuF}_{3}$, however, orbital order takes place well above the magnetic transition. Let us then assume that the system is orbitally ordered but paramagnetic, with occupied state

$$
|\vartheta\rangle_{i}=-\sin \frac{\vartheta-\pi}{2}\left|x^{2}-y^{2}\right\rangle+\cos \frac{\vartheta-\pi}{2}\left|3 z^{2}-r^{2}\right\rangle
$$

at site $i$ and $|\vartheta\rangle_{i \pm \hat{z}}=|\vartheta\rangle_{i}$ at the neighboring site $i^{\prime}=i \pm \hat{z}$. This choice corresponds to ferro-orbital order along $\hat{z}$, the type of stacking realized in $\mathrm{LaMnO}_{3}$ (see Fig. 13). What is the value of $\vartheta$ than minimizes the energy? We can calculate it using the variational method. The superexchange energy gain with respect to a paramagnetic paraorbital state is given by

$$
\Delta E(\vartheta)=\frac{\Gamma}{16}\left(\cos ^{2}(\vartheta-\pi)+2 \cos (\vartheta-\pi)\right) .
$$

This function is minimized for $\vartheta=0$, an angle corresponding to a tetragonal compression. To determine the optimal angle for the three-dimensional system we have in addition to take into account the effective Hamiltonian stemming from virtual hoppings in the remaining directions. Due to cubic symmetry, if we rotate the quantization axis, the superexchange Hamiltonian has the same form in all directions; to sum up all terms we have merely to rotate back the quantization axis to $\hat{z}$. Hence, we have to make the replacements

$$
\begin{aligned}
& O_{z}^{i} \underbrace{\rightarrow}_{\hat{z} \rightarrow \hat{x}}-\frac{1}{2} O_{z}^{i}-\frac{\sqrt{3}}{2} O_{x}^{i} \\
& O_{z}^{i} \underbrace{\rightarrow}_{\hat{z} \rightarrow \hat{y}}-\frac{1}{2} O_{z}^{i}+\frac{\sqrt{3}}{2} O_{x}^{i}
\end{aligned}
$$



Fig. 13: Orbital order ( $L D A+D M F T$ calculations) in the rare-earth perovskite $\mathrm{TbMnO}_{3}$ with the $\mathrm{GdFeO}_{3}$-type structure. From Ref. [6]. This system has the same structure of $\mathrm{LaMnO}_{3}$.

Let us assume antiferro-orbital order in the plane, again as in the case of $\mathrm{LaMnO}_{3}$, shown in Fig. 13. This means that, for $i^{\prime}=i \pm \hat{x}$ or $i^{\prime}=i \pm \hat{y}$, the occupied state is

$$
|\vartheta\rangle_{i^{\prime}}=+\sin \frac{\vartheta-\pi}{2}\left|x^{2}-y^{2}\right\rangle+\cos \frac{\vartheta-\pi}{2}\left|3 z^{2}-r^{2}\right\rangle .
$$

We can easily verify that $|\vartheta\rangle_{i^{\prime}}=|-\vartheta+2 \pi\rangle_{i}$. This is state $|\vartheta\rangle_{i}$ rotated by $\pi / 2(x \rightarrow y, y \rightarrow-x)$. The total superexchange energy gain with respect to a paramagnetic paraorbital state is then given by ${ }^{11}$

$$
\Delta E(\vartheta)=\frac{\Gamma}{16}\left(3 \cos ^{2}(\vartheta-\pi)-\frac{3}{2}\right)
$$

This expression has a minimum for $\vartheta=\pi / 2$ (Jahn-Teller-like $\boldsymbol{Q}_{1}$ distortion). For the $e_{g}^{3}$ configuration $\left(\mathrm{KCuF}_{3}\right)$, due to particle-hole symmetry, we obtain the same result. This can be verified by observing, first of all, that the $e_{g}$ bands obtained from the hopping-integrals matrices (23) -the bands which we have discussed in detail in Sec. 3- are symmetric with respect to the Fermi level for half filling. In addition, the energy difference entering in the denominator of the superexchange Hamiltonian for an $e_{g}^{3}$ ground state, $\Delta E=E(4)+E(2)-2 E(3)$, has the same value $(\Delta E=U)$ as in the case of an $e_{g}^{1}$ ground state. The main difference between $\mathrm{LaMnO}_{3}\left(e_{g}^{1}\right)$ and $\mathrm{KCuF}_{3}\left(e_{g}^{3}\right)$, for what concerns the results presented in this section, is that the stacking along $\hat{z}$, ferro-orbital for $\mathrm{LaMnO}_{3}$, can be either antiferro- or ferro-orbital for $\mathrm{KCuF}_{3}$; Fig. 1 shows the case of antiferro-orbital arrangement. Remarkably, the variational energy gain $\Delta E(\vartheta)$ is the same for both types of stacking along $\hat{z}$, i.e., for $|\vartheta\rangle_{i \pm \hat{z}}=|\vartheta\rangle_{i}$ and for $|\vartheta\rangle_{i \pm \hat{z}}=|-\vartheta+2 \pi\rangle_{i}$. The conclusions of this section are thus identical for $\mathrm{LaMnO}_{3}$ and $\mathrm{KCuF}_{3}$.

[^10]

Fig. 14: Orbital order transition in $\mathrm{KCuF}_{3}$. Orbital polarization p as a function of temperature calculated in LDA + DMFT. R: experimental structure. Circles: idealized structures $R_{\delta}$ and $I_{\delta}$ with decreasing crystal-field and $U=7 \mathrm{eV}$. Green/Triangles: $U=9 \mathrm{eV}, I_{0}$ only. Red/Squares: two-sites CDMFT. From Ref. [3].

## 6 The origin of orbital ordering in materials

As we discussed in the introduction, the hallmark of orbital order is the co-operative Jahn-Teller distortion. This static distortion gives rise to a crystal field, which splits the otherwise degenerate $e_{g}$ doublet or $t_{2 g}$ triplet. Due to Coulomb repulsion, it turns out that even a crystal-field splitting much smaller than the band width can lead to orbital ordering. The importance of this effect for real materials has been realized first for $\mathrm{LaTiO}_{3}$ and $\mathrm{YTiO}_{3}$ [4]. This reduction of orbital fluctuation is dynamical, but it can be already understood from the static Hartree-Fock contribution to the self-energy; the latter yields an effective enhancement of the crystal-field proportional to orbital polarization $p$. For an $e_{g}$ system $p$ is defined as the difference in occupation between the most and the least occupied orbital, $|1\rangle$ and $|2\rangle$, the so-called natural orbitals. Thus $p=n_{1}-n_{2}$, and the Hartree-Fock self-energy correction to the crystal-field splitting is

$$
\Delta \varepsilon_{\mathrm{CF}}=\Sigma_{2}\left(\omega_{n} \rightarrow \infty\right)-\Sigma_{1}\left(\omega_{n} \rightarrow \infty\right) \sim \frac{1}{2}(U-5 J) p
$$

If $p>0$, as it happens in the presence of a crystal-field $\varepsilon_{\mathrm{CF}}=\varepsilon_{2}-\varepsilon_{1}>0$, this term effectively increases the crystal-field splitting. This effect is at work not only in $\mathrm{LaTiO}_{3}$ and $\mathrm{YTiO}_{3}$, but also in several other systems with different electronic structure and even smaller crystal-field splittings. The case of $3 d^{9} \mathrm{KCuF}_{3}$ and $3 d^{4} \mathrm{LaMnO}_{3}$ is extreme: the $e_{g}$ crystal-field splitting is $\sim 0.5-1 \mathrm{eV}$; with such a large splitting, orbital fluctuations are suppressed up to the melting temperature. Thus, Coulomb repulsion makes the Jahn-Teller mechanism discussed in the article of Kanamori very efficient. This result, however, does not clarify which of the two mech-


Fig. 15: Orbital-ordering transition in $\mathrm{LaMnO}_{3}$. Orbital polarization $p$ (left) and (right) occupied state $|\vartheta\rangle=\cos \frac{\vartheta}{2}\left|3 z^{2}-r^{2}\right\rangle+\sin \frac{\vartheta}{2}\left|x^{2}-y^{2}\right\rangle$ as a function of temperature. Solid lines: 300 K experimental structure $\left(R_{11}\right)$ and 800 K experimental structure. Dots: orthorhombic structures with half $\left(R_{6}\right)$ or no ( $R_{0}$ ) Jahn-Teller distortion. Pentagons: 2 (full) and 4 (empty) site CDMFT. Dashes: ideal cubic structure ( $I_{0}$ ). Circles: $U=5 \mathrm{eV}$. Diamonds: $U=5.5 \mathrm{eV}$. Triangles: $U=6 \mathrm{eV}$. Squares: $U=7 \mathrm{eV}$. Crystal field splittings (meV): $840\left(R_{11}\right), 495\left(R_{6}\right)$, $168\left(R_{2.4}^{800}\right.$ K $)$, and $0\left(I_{0}\right)$. From Ref. [6].
anisms, Kugel-Khomskii superexchange or conventional electron-phonon coupling, plays the major role in causing orbital order and stabilizing the distortion. Remarkably, in fact, Coulomb repulsion has also an important effect on structure stabilization. LDA $+U$ total energy calculations have early on shown that the co-operative Jahn-Teller distortion is stabilized by $U$ [14, 15], a result confirmed recently by LDA+DMFT [16]. This could be - and initially was - taken as an indication that superexchange is the driving mechanism. If this is the case, it is, however, hard to explain why the magnetic transition temperature ( $T_{N} \sim 40 \mathrm{~K}$ for $\mathrm{KCuF}_{3}$ and $T_{N} \sim 140 \mathrm{~K}$ for $\mathrm{LaMnO}_{3}$ ), also determined by superexchange, is relatively low while the co-operative JahnTeller distortion persists up to the melting temperature. On the other hand, if Kugel-Khomskii superexchange is not the driving mechanism, the associated energy gain should be small with respect to the total energy gain due to the Jahn-Teller distortion.
To clarify the nature of the dominant mechanism, we disentangled electron-phonon and superexchange effects. To this end we performed LDA+DMFT (single-site and cluster) calculations for a series of hypothetical structures, in which the distortions (and thus the crystal-field splitting) are progressively reduced. In the case of $\mathrm{KCuF}_{3}$, these hypothetical structures are shown in Fig. 1, and the corresponding $e_{g}$ bands are shown in Fig. 7. For each structure we calculate the order parameter, the orbital polarization $p$. In Fig. 14 we show $p$ as a function of temperature. For the experimental structure ( $R$ in the figure), we find that $p \sim 1$ up to the melting temperature. The empty orbitals on different sites make the pattern shown in Fig. 1.


Fig. 16: Superexchange energy gain for $\mathrm{LaMnO}_{3}, \Delta E \sim-T_{\mathrm{KK}} / 2$. From Ref. [6].

For the ideal cubic structure $I_{0}$, we find that $p=0$ at high temperature, but a transition occurs at $T_{\mathrm{KK}} \sim 350 \mathrm{~K}$. This $T_{\mathrm{KK}}$ is the critical temperature in the absence of electron-phonon coupling, i.e., the superexchange critical temperature. Our results show that around 350 K superexchange alone could indeed drive the co-operative Jahn-Teller distortion; it cannot, however, explain the presence of a co-operative Jahn-Teller distortion above 350 K . We performed a similar study fo $\mathrm{LaMnO}_{3}$. For this $t_{2 g}^{3} e_{g}^{1}$ system we have to take into account the Hund's rule coupling between $e_{g}$ electrons and $t_{2 g}$ spins, $\boldsymbol{S}_{t_{2 g}}$. Thus the minimal model to understand orbital order is the modified Hubbard model [17]

$$
\begin{aligned}
H= & -\sum_{i i^{\prime}} \sum_{\sigma \sigma^{\prime}} \sum_{m m^{\prime}} t_{m, m^{\prime}}^{i, i^{\prime}} u_{\sigma, \sigma^{\prime}}^{i, i^{\prime}} c_{i m \sigma}^{\dagger} c_{i^{\prime} m^{\prime} \sigma^{\prime}}-h \sum_{i m}\left(\hat{n}_{i m \uparrow}-\hat{n}_{i m \downarrow}\right) \\
+ & U \sum_{i m} \hat{n}_{i m \uparrow} \hat{n}_{i m \downarrow}+\frac{1}{2} \sum_{i} \sum_{\sigma \sigma^{\prime}} \sum_{m\left(\neq m^{\prime}\right)}\left(U-2 J-J \delta_{\sigma, \sigma^{\prime}}\right) \hat{n}_{i m \sigma} \hat{n}_{i m^{\prime} \sigma^{\prime}}, \\
& -J \sum_{i} \sum_{m \neq m^{\prime}}\left(c_{i m \uparrow}^{\dagger} c_{i m \downarrow}^{\dagger} c_{i m^{\prime} \uparrow} c_{i m^{\prime} \downarrow}+c_{i m \uparrow}^{\dagger} c_{i m \downarrow} c_{i m^{\prime} \downarrow}^{\dagger} c_{i m^{\prime} \uparrow}\right) .
\end{aligned}
$$

Here the local magnetic field $h=J S_{t_{2 g}}$ describes the Hund's rule coupling to $t_{2 g}$ electrons, and $u_{i \sigma, i^{\prime} \sigma^{\prime}}=2 / 3\left(1-\delta_{i, i^{\prime}}\right)$ accounts for the disorder in orientation of the $t_{2 g}$ spins. By performing the same type of analysis as for $\mathrm{KCuF}_{3}$, we find the impressively large $T_{\mathrm{KK}} \sim 700 \mathrm{~K}$ (Fig. 15). There is a small point neglected so far; besides the co-operative Jahn-Teller distortion and tetragonal compression, $\mathrm{LaMnO}_{3}$ exhibits a $\mathrm{GdFeO}_{3}$-type distortion (Fig. 13), which tends to reduce the $e_{g}$ band width [4]. To account for this we studied the orbital-order transition for the ideal structure $R_{0}$, which retains all distortions except for the Jahn-Teller one. For structure $R_{0}$ we cannot obtain $T_{\mathrm{KK}}$ from $p(T)$, because, due to the $\sim 200 \mathrm{meV}$ crystal-field splitting, Coulomb repulsion strongly suppress orbital fluctuations even at 1500 K . We can, however, study the evolution with temperature of the occupied orbital, here defined as $|\vartheta\rangle=\cos \frac{\vartheta}{2}\left|3 z^{2}-r^{2}\right\rangle+\sin \frac{\vartheta}{2}\left|x^{2}-y^{2}\right\rangle$. For the experimental structure ( $R_{11}$ ) we find $\vartheta \sim 108^{\circ}$, in agreement with experiments, while for the $I_{0}$ structure we obtain $\vartheta=90^{\circ}$. For the $R_{0}$ structure we find two regimes: At high temper-


Fig. 17: Orbital ordering in the $t_{2 g}^{2}$ system $\mathrm{LaVO}_{3}$. Filled circles: ideal case without crystalfield splitting. Empty circles: experimental structure. For each temperature, the associated hole orbital is shown on the Bloch sphere. At high temperature it coincides with the predictions of crystal-field theory (triangle). At the Kugel-Khomskii transition temperature, $T_{\mathrm{KK}}$, it starts to move towards the ideal Kugel-Khomskii result (filled blue circle). From Ref. [12].
ature the occupied orbital is the lower-energy crystal-field orbital ( $\vartheta=180^{\circ}$ ). At $T_{\mathrm{KK}} \sim 550 \mathrm{~K}$ superexchange rotates this $\vartheta$ towards $90^{\circ}$, reaching $130^{\circ}$ in the zero-temperature limit; this is the actual superexchange transition temperature for $\mathrm{LaMnO}_{3}$. Such $T_{\mathrm{KK}}$ is still remarkably large, however not sufficient to explain the persistence of the Jahn-Teller distortion in nanoclusters up to basically melting temperature [18]. Furthermore, the superexchange energy gain associated with orbital order (Fig. 16) is small compared to the total energy gain due to the Jahn-Teller distortion, calculated via LDA $+U[14,15]$ or LDA + DMFT [16]. Thus, as in the case of $\mathrm{KCuF}_{3}$, the conclusion is that a static crystal-field splitting, as the one generated by the electron-lattice coupling, is essential to explain orbital ordering at high temperature. We obtained a similar conclusion for various families of compounds, including $t_{2 g}$ systems, an indication that pure Kugel-Khomskii materials are actually rare. The first clear-cut case in which the super-exchange interaction controls orbital ordering, turning the hole orbital way from the state expected from crystal-field theory, was recently identified in the $t_{2 g}^{2}$ system $\mathrm{LaVO}_{3}$ [12]. This is shown in Fig. 17, where the changes in the hole orbital on lowering the temperature can be followed on the Bloch sphere (empty circles). Decreasing the temperature the color of the empty circles changes from red to blue, while the associated polarization increases towards its maximum vale. One may see that at high temperature they overlap with the pink triangle, representing the state expected from crystal-field theory. Decreasing the temperature they move towards the filled blue circle, representing the Kugel-Khomskii ideal value.


Fig. 18: Distortion parameter $\delta$ as a function of lattice constant a in thermally expanding $\mathrm{KCuF}_{3}$ [21], under hydrostatic pressure [22], for $\mathrm{RbCuF} \mathrm{F}_{3}$ [23] and $\left(\mathrm{NH}_{4}\right) \mathrm{CuF} \mathrm{F}_{3}$ [24], compared to our calculations and the values obtained assuming a constant short Cu-F distance ( $s_{\min }$ ). From Ref. [11].

Let us now return to $\mathrm{KCuF}_{3}$, the case we have examined in greater detail. The main conclusion we had reached is that a static distortion is necessary to explain the presence of orbital ordering at high temperature. Based on the discussion so far, one could at this point conclude that the latter is determined by the Jahn-Teller effect. However, it turns out that the reality is even more complex. Indeed, in a second-order transition one would expect that the order parameter goes to zero at the transition temperature, $T_{\mathrm{OO}}$. In the case of electron-phonon-coupling driven orbital ordering, the order parameter is the Jahn-Teller distortion. If $T_{\mathrm{OO}}$ is not yet reached at the melting temperature, the order parameter should at least decrease with temperature. In $\mathrm{KCuF}_{3}$, however, it has been found that this simple picture fails to describe experiments. This is shown in Fig. 18. Increasing the temperature the lattice constant increases by thermal expansion. At the same time the (dimensionless) Jahn-Teller distortion parameter $\delta$ also increases. This surprising behavior is due to the fact that the short $\mathrm{Cu}-\mathrm{F}$ bond remains almost constant while the long Cu F bond becomes longer [11], instead of the two changing coherently together as expected via the Jahn-Teller $Q_{1}$ mode. Going to the microscopical origin of this behavior, it turns out that the Jahn-Teller mode is so soft that the distortion is actually determined by the Born-Mayer repulsion of the ions. Thus the distortion increases with the lattice constant, and, via thermal expansion, the order parameter increases with temperature. This new ordering mechanism was identified in Ref. [11] for the first time. It can operate even in closed-shell systems and would result in an inverted Landau transition, with symmetry breaking above a critical temperature.

## 7 Conclusion

In this lecture we have studied two mechanisms that can lead to orbital ordering phenomena in Mott insulators. The first is well illustrated in the influential paper of Kanamori, Ref. [1]. In this picture, a co-operative Jahn-Teller distortion generates a static crystal-field, which in turn splits orbitals otherwise degenerate. This mechanism is made more efficient by Coulomb repulsion; the latter enhances the orbital polarization, leading to a orbitally-ordered state even if the crystal-field splitting is a mere fraction of the bandwidth [4]. The second mechanism, proposed by Kugel and Khomskii [2] in 1973, predicts orbital ordering even in the absence of a static crystal field; in this picture, orbital ordering is due to the superexchange interaction, the effective interaction emerging from the orbitally-degenerate Hubbard model in the large $U$ limit. The general super-exchange Hamiltonians for $e_{g}$ and $t_{2 g}$ systems can be found in Ref. [20], where the interaction is decomposed in its irreducible tensor components. In paradigmatic materials, both the Jahn-Teller and super-exchange coupling predict a similar type of order. Thus identifying which interaction dominates is very difficult. For this reason, the riddle of the origin of orbital ordering in materials can be viewed an example of a chicken-and-egg problem - and has been accordingly a matter of debate for decades.

In the last section we saw how this problem was solved in representative cases. This was done by disentangling the superexchange Kugel-Khomskii interaction from the rest. For the two classical text-book examples of orbitally-ordered systems, $\mathrm{KCuF}_{3}$ and $\mathrm{LaMnO}_{3}$, it was shown via this approach that, although Kugel-Khomskii superexchange is very efficient, it cannot alone explain the presence of a co-operative Jahn-Teller distortion up to the melting temperature. The conclusion is that an interaction giving directly rise to a static crystal-field splitting, e.g., electron-phonon coupling, is necessary to explain experimental findings [3,6]. The same result was obtained for many other materials, with either $e_{g}$ or $t_{2 g}$ partially filled shells. This shows that purely super-exchange driven ordering is rare in nature. A clear cut case of Kugel-Khomskii material was nevertheless recently identified, $\mathrm{LaVO}_{3}$ [12]. Finally, to complicate the matter, for $\mathrm{KCuF}_{3}$ it was shown that not even the Jahn-Teller effect alone does explain the evolution of distortions with temperature. A new ordering mechanism in which the Born-Mayer repulsion of the ions plays a key role had to be introduced [11]. Only then it could be understood why the order parameter experimentally increases (instead of decreasing) with temperature.

## Appendices

## A Constants and units

In this lecture, formulas are given in atomic units. The unit of mass $m_{0}$ is the electron mass ( $m_{0}=m_{e}$ ), the unit of charge $e_{0}$ is the electron charge ( $e_{0}=e$ ), the unit of length $a_{0}$ is the Bohr radius ( $a_{0}=a_{B} \sim 0.52918 \AA$ ), and the unit of time is $t_{0}=4 \pi \varepsilon_{0} \hbar a_{0} / e^{2}$. In these units, $m_{e}, a_{B}, e$ and $1 / 4 \pi \varepsilon_{0}$ have the numerical value 1 , the speed of light is $c=1 / \alpha \sim 137$, and the unit of energy is $1 \mathrm{Ha}=e^{2} / 4 \pi \varepsilon_{0} a_{0} \sim 27.211 \mathrm{eV}$.

## B Atomic orbitals

## B. 1 Radial functions

The $n l m$ hydrogen-like atomic orbital is given by

$$
\psi_{n l m}(\rho, \vartheta, \varphi)=R_{n l}(\rho) Y_{m}^{l}(\vartheta, \varphi),
$$

where $R_{n l}(\rho)$ is the radial function and $Y_{m}^{l}(\vartheta, \varphi)$ a spherical harmonic, $\rho=Z r$ and $Z$ the atomic number. In atomic units, the radial functions are

$$
R_{n l}(\rho)=\sqrt{\left(\frac{2 Z}{n}\right)^{3} \frac{(n-l-1)!}{2 n[(n+l)!]^{3}}} e^{-\rho / n}\left(\frac{2 \rho}{n}\right)^{l} L_{n-l-1}^{2 l+1}\left(\frac{2 \rho}{n}\right),
$$

where $L_{n-l-1}^{2 l+1}$ are generalized Laguerre polynomials of degree $n-l-1$.
The radial function for $n=1,2,3$ are

$$
\begin{array}{lr}
R_{1 s}(\rho)=2 & Z^{3 / 2} \\
R_{2 s}(\rho)=\frac{1}{2 \sqrt{2}} Z^{3 / 2} & e^{-\rho} \\
R_{2 p}(\rho)=\frac{1}{2 \sqrt{6}} Z^{3 / 2} & \rho-\rho) e^{-\rho / 2} \\
R_{3 s}(\rho)=\frac{2}{3 \sqrt{3}} Z^{3 / 2}\left(1-2 \rho / 3+2 \rho^{2} / 27\right) e^{-\rho / 3} \\
R_{3 p}(\rho)=\frac{4 \sqrt{2}}{9 \sqrt{3}} Z^{3 / 2} & \rho(1-\rho / 6) e^{-\rho / 3} \\
R_{3 d}(\rho)=\frac{2 \sqrt{2}}{81 \sqrt{15}} Z^{3 / 2} & \rho^{2} e^{-\rho / 3}
\end{array}
$$

where we used the standard notation $s$ for $l=0, p$ for $l=1$ and $d$ for $l=2$. The spherical Harmonics, using the Condon-Shortley convention, are given by

$$
\begin{equation*}
Y_{m}^{\ell}(\vartheta, \varphi)=(-1)^{m} \sqrt{\frac{(2 \ell+1)}{4 \pi} \frac{(\ell-m)!}{(\ell+m)!}} P_{m}^{\ell}(\cos \vartheta) e^{i m \varphi} \tag{24}
\end{equation*}
$$

where $P_{m}^{\ell}(\cos \vartheta)$ in an associated Legendre polynomial.



Fig. 19: The $s$ (first row), $p_{y}, p_{z}, p_{x}$ (second row), and $d_{x y}, d_{y z}, d_{3 z^{2}-r^{2}}, d_{x z}, d_{x^{2}-y^{2}}$ (last row) real harmonics.

## B. 2 Real harmonics

To study solids, it is usually convenient to work in the basis of real harmonics. The latter are defined in terms of the spherical harmonics as follows:

$$
y_{l 0}=Y_{0}^{l}, \quad y_{l m}=\frac{1}{\sqrt{2}}\left(Y_{-m}^{l}+(-1)^{m} Y_{m}^{l}\right), \quad y_{l-m}=\frac{i}{\sqrt{2}}\left(Y_{-m}^{l}-(-1)^{m} Y_{m}^{l}\right), \quad m>0 .
$$

Using the definitions $x=r \sin \vartheta \cos \varphi, y=r \sin \vartheta \sin \varphi, z=r \cos \vartheta$, so that

$$
\begin{equation*}
\cos \vartheta=\frac{z}{r}, \quad e^{ \pm i \varphi} \sin \vartheta=\frac{(x \pm i y)}{r} \tag{25}
\end{equation*}
$$

we can express the $l=0,1,2$ real harmonics (Fig. 19) as

$$
\begin{aligned}
& s \quad=y_{00}=Y_{0}^{0} \quad=\sqrt{\frac{1}{4 \pi}} \\
& p_{y} \quad=y_{1-1}=\frac{i}{\sqrt{2}}\left(Y_{-1}^{1}+Y_{1}^{1}\right)=\sqrt{\frac{3}{4 \pi}} \quad y / r \\
& p_{z}=y_{10}=Y_{2}^{0} \quad=\sqrt{\frac{3}{4 \pi}} \quad z / r \\
& p_{x} \quad=y_{11}=\frac{1}{\sqrt{2}}\left(Y_{-1}^{1}-Y_{1}^{1}\right)=\sqrt{\frac{3}{4 \pi}} \quad x / r \\
& d_{x y} \quad=y_{2-2}=\frac{i}{\sqrt{2}}\left(Y_{-2}^{2}-Y_{2}^{2}\right)=\sqrt{\frac{15}{4 \pi}} \quad x y / r^{2} \\
& d_{y z} \quad=y_{2-1}=\frac{i}{\sqrt{2}}\left(Y_{-1}^{2}+Y_{1}^{2}\right)=\sqrt{\frac{15}{4 \pi}} \quad y z / r^{2} \\
& d_{3 z^{2}-r^{2}}=y_{20}=Y_{2}^{0} \quad=\sqrt{\frac{15}{4 \pi}} \frac{1}{2 \sqrt{3}}\left(3 z^{2}-r^{2}\right) / r^{2} \\
& d_{x z} \quad=y_{21}=\frac{1}{\sqrt{2}}\left(Y_{-1}^{2}-Y_{1}^{2}\right)=\sqrt{\frac{15}{4 \pi}} \quad x z / r^{2} \\
& d_{x^{2}-y^{2}}=y_{22}=\frac{1}{\sqrt{2}}\left(Y_{-2}^{2}+Y_{2}^{2}\right)=\sqrt{\frac{15}{4 \pi}} \frac{1}{2} \quad\left(x^{2}-y^{2}\right) / r^{2}
\end{aligned}
$$

## B. 3 Slater-Koster integrals

The interatomic Slater-Koster two-center integrals are defined as

$$
E_{l m, l^{\prime} m^{\prime}}=\int d \boldsymbol{r} \overline{\psi_{l m}}(\boldsymbol{r}-\boldsymbol{d}) V(\boldsymbol{r}-\boldsymbol{d}) \psi_{l^{\prime} m^{\prime}}(\boldsymbol{r})
$$

They can be expressed as a function of radial integrals $V_{l l^{\prime} \alpha}$, which scale with the distance $d$ roughly as $d^{-\left(l+l^{\prime}+1\right)}$ [19], and direction cosines, defined as

$$
l=\boldsymbol{d} \cdot \hat{x} / d, \quad m=\boldsymbol{d} \cdot \hat{y} / d, \quad n=\boldsymbol{d} \cdot \hat{z} / d
$$

The Slater-Koster integrals for $s$-, $p$-, and $d$-orbitals [19] are listed below.

| $E_{s, s}$ | $=$ | $V_{s s \sigma}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $E_{s, x}$ | = | $l V_{\text {sp } \sigma}$ |  |  |
| $E_{x, x}$ | $=$ | $l^{2} V_{p p \sigma}$ | $+\left(1-l^{2}\right) V_{p p \pi}$ |  |
| $E_{x, y}$ | $=$ | $l m V_{p p \sigma}$ | $-l m V_{p p \pi}$ |  |
| $E_{x, z}$ | $=$ | $\ln V_{p p \sigma}$ | $-\ln V_{p p \pi}$ |  |
| $E_{s, x y}$ | $=$ | $\sqrt{3} \operatorname{lm} V_{\text {sd }}$ |  |  |
| $E_{s, x^{2}-y^{2}}$ | $=$ | $\frac{1}{2} \sqrt{3}\left(l^{2}-m^{2}\right) V_{s d \sigma}$ |  |  |
| $E_{s, 3 z^{2}-r^{2}}$ | $=$ | $\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{s d \sigma}$ |  |  |
| $E_{x, x y}$ | $=$ | $\sqrt{3} l^{2} m V_{p d \sigma}$ | $+m\left(1-2 l^{2}\right) V_{p d \pi}$ |  |
| $E_{x, y z}$ | $=$ | $\sqrt{3} l m n V_{p d \sigma}$ | $-2 l m n V_{p d \pi}$ |  |
| $E_{x, z x}$ | $=$ | $\sqrt{3} l^{2} n V_{p d \sigma}$ | $+n\left(1-2 l^{2}\right) V_{p d \pi}$ |  |
| $E_{x, x^{2}-y^{2}}$ | $=$ | $\frac{\sqrt{3}}{2} l\left[\left(l^{2}-m^{2}\right)\right] V_{p d \sigma}$ | $+l\left(1-l^{2}+m^{2}\right) V_{p d \pi}$ |  |
| $E_{y, x^{2}-y^{2}}$ | $=$ | $\frac{\sqrt{3}}{2} m\left[\left(l^{2}-m^{2}\right)\right] V_{p d \sigma}$ | $-m\left(1+l^{2}-m^{2}\right) V_{p d \pi}$ |  |
| $E_{z, x^{2}-y^{2}}$ | $=$ | $\frac{\sqrt{3}}{2} n\left[\left(l^{2}-m^{2}\right)\right] V_{p d \sigma}$ | $-n\left(l^{2}-m^{2}\right) V_{p d \pi}$ |  |
| $E_{x, 3 z^{2}-r^{2}}$ | $=$ | $l\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{p d \sigma}$ | $-\sqrt{3} \ln ^{2} V_{p d \pi}$ |  |
| $E_{y, 3 z^{2}-r^{2}}$ | $=$ | $m\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{p d \sigma}$ | $-\sqrt{3} m n^{2} V_{p d \pi}$ |  |
| $E_{z, 3 z^{2}-r^{2}}$ | $=$ | $n\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{p d \sigma}$ | $+\sqrt{3} n\left(l^{2}+m^{2}\right) V_{p d \pi}$ |  |
| $E_{x y, x y}$ | $=$ | $3 l^{2} m^{2} V_{d d \sigma}$ | $+\left(l^{2}+m^{2}-4 l^{2} m^{2}\right) V_{d d \pi}$ | $+\left(n^{2}+l^{2} m^{2}\right) V_{d d \delta}$ |
| $E_{x y, y z}$ | $=$ | $31 m^{2} n V_{d d \sigma}$ | $+\ln \left(1-4 m^{2}\right) V_{d d \pi}$ | $+\ln \left(m^{2}-1\right) V_{d d \delta}$ |
| $E_{x y, z x}$ | $=$ | $3 l^{2} m n V_{d d \sigma}$ | $+m n\left(1-4 l^{2}\right) V_{d d \pi}$ | $+m n\left(l^{2}-1\right) V_{d d \delta}$ |
| $E_{x y, x^{2}-y^{2}}$ | $=$ | $\frac{3}{2} l m\left(l^{2}-m^{2}\right) V_{d d \sigma}$ | $2 l m\left(m^{2}-l^{2}\right) V_{d d \pi}$ | $\frac{1}{2} \operatorname{lm}\left(l^{2}-m^{2}\right) V_{d d \delta}$ |
| $E_{y z, x^{2}-y^{2}}$ | $=$ | $\frac{3}{2} m n\left(l^{2}-m^{2}\right) V_{d d \sigma}$ | $-m n\left[1+2\left(l^{2}-m^{2}\right)\right] V_{d d \pi}$ | $+m n\left[1+\frac{1}{2}\left(l^{2}-m^{2}\right)\right] V_{d d \delta}$ |
| $E_{z x, x^{2}-y^{2}}$ | $=$ | $\frac{3}{2} n l\left(l^{2}-m^{2}\right) V_{d d \sigma}$ | $+n l\left[1-2\left(l^{2}-m^{2}\right)\right] V_{d d \pi}$ | $-n l\left[1-\frac{1}{2}\left(l^{2}-m^{2}\right)\right] V_{d d \delta}$ |
| $E_{x y, 3 z^{2}-r^{2}}$ | $=$ | $\sqrt{3} \operatorname{lm}\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{d d \sigma}$ | $-2 \sqrt{3} l m n^{2} V_{d d \pi}$ | $\frac{\sqrt{3}}{2} l m\left(1+n^{2}\right) V_{d d \delta}$ |
| $E_{y z, 3 z^{2}-r^{2}}$ | $=$ | $\sqrt{3} m n\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{d d \sigma}$ | $\sqrt{3} m n\left(l^{2}+m^{2}-n^{2}\right) V_{d d \pi}$ | $-\frac{\sqrt{3}}{2} m n\left(l^{2}+m^{2}\right) V_{d d \delta}$ |
| $E_{z x, 3 z^{2}-r^{2}}$ | $=$ | $\sqrt{3} \ln \left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{d d \sigma}$ | $+\sqrt{3} \ln \left(l^{2}+m^{2}-n^{2}\right) V_{d d \pi}$ | $-\frac{\sqrt{3}}{2} \ln \left(l^{2}+m^{2}\right) V_{d d \delta}$ |
| $E_{x^{2}-y^{2}, x^{2}-y^{2}}$ | = | $\frac{3}{4}\left(l^{2}-m^{2}\right)^{2} V_{d d \sigma}$ | $\left[l^{2}+m^{2}-\left(l^{2}-m^{2}\right)^{2}\right] V_{d d \pi}$ | $+\left[n^{2}+\frac{1}{4}\left(l^{2}-m^{2}\right)^{2}\right] V_{d d \delta}$ |
| $E_{x^{2}-y^{2}, 3 z^{2}-r^{2}}$ |  | ( $\left.{ }^{2}-m^{2}\right)\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right] V_{d d \sigma}$ | $+\sqrt{3} n^{2}\left(m^{2}-l^{2}\right) V_{d d \pi}$ | $+\frac{\sqrt{3}}{4}\left(1+n^{2}\right)\left(l^{2}-m^{2}\right) V_{d d \delta}$ |
| $E_{3 z^{2}-r^{2}, 3 z^{2}-r}$ |  | $\left[n^{2}-\frac{1}{2}\left(l^{2}+m^{2}\right)\right]^{2} V_{d d \sigma}$ | $+3 n^{2}\left(l^{2}+m^{2}\right) V_{d d \pi}$ | $\frac{3}{4}\left(l^{2}+m^{2}\right)^{2} V_{d d \delta}$ |
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[^0]:    ${ }^{1}$ For a pedagogical introduction see, e.g, Ref. [5].

[^1]:    ${ }^{2}$ For a concise introduction to group theory see, e.g., Ref. [13], chapter 6.

[^2]:    ${ }^{3}$ Every polyhedron has a dual which can be obtained by exchanging the location of faces and vertices.

[^3]:    ${ }^{4}$ This means that, of course, $\mathrm{O}_{h}$ is not the actual symmetry of the site.

[^4]:    ${ }^{5}$ More details on the tight-binding approach can be found in Ref. [13].

[^5]:    ${ }^{6}$ Special points: $\Gamma=(0,0,0), \mathrm{Z}=(0,0, \pi / a), \mathrm{X}=(\pi / a, 0,0), \mathrm{M}=(\pi / a, \pi / a, 0), \mathrm{R}=(\pi / a, \pi / a, \pi / a)$.

[^6]:    ${ }^{7}$ We neglect the operator $\hat{\Lambda}_{n}$, with elements $\langle m| \hat{\Lambda}_{n}\left|m^{\prime}\right\rangle=-\sum_{\alpha} \frac{1}{M_{\alpha}}\left[\frac{1}{2}\left\langle\psi_{m} \mid \nabla_{\alpha}^{2} \psi_{m^{\prime}}\right\rangle+\left\langle\psi_{m} \mid \nabla_{\alpha} \psi_{m^{\prime}}\right\rangle \cdot \nabla_{\alpha}\right]$

[^7]:    ${ }^{8}$ The only exceptions are linear molecules and Kramers degeneracy.

[^8]:    ${ }^{9}$ The representation for an improper vector (rotation) is $\Gamma_{\text {rotation }}=T_{1}$, as can be seen from the corresponding partner functions ( $R_{x}, R_{y}, R_{z}$ ) in Table 4.

[^9]:    ${ }^{10}$ The crystal-field integrals are also two-center integrals; the table of Slater-Koster integrals in Appendix B is thus still valid, provided that $V_{l l^{\prime} \alpha}$ are replaced by the corresponding crystal-field terms, which we indicate as $\tilde{V}_{l l^{\prime} \alpha}$.

[^10]:    ${ }^{11}$ For the application of this approach to the general super-exchange Hamiltonian see Ref. [20].

